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Introduction

The Standard Model of elementary particles is one of the most successful scientifical
theories elaborated by mankind. Throughout the past century its predictions have
been confirmed with astonishing precision by numerous experiments, in conceptually
distant fields and with a variety of experimental techniques. Its theoretical founda-
tions, though, depend on the existence of a particle which hasn’t been discovered
yet: the Higgs boson.

The mass of the Higgs boson is not constrained by the theory, and is allowed
to vary in a wide range. Numerous experiments have unsuccessfully pursued its
search, but have been able only to exclude its existence in certain mass ranges. The
analyses conducted at the detectors operating at the LEP collider at CERN have
set a lower bound of 114.4 GeV, whereas the searches performed at the Tevatron at
Fermilab have excluded the 156÷ 177 GeV range.

The Large Hadron Collider (LHC) is the particle accelerator which has been built
with the aim of producing definitive proof regarding the Higgs boson’s existence. It
is a superconducting proton collider, with a center of mass energy of 7 TeV. It has
the capability of spanning a wide energy range, up to the TeV scale.

The Compact Muon Solenoid (CMS) is one of the four main experiments which
analyses the collisions produced at the Large Hadron Collider. It is a general-purpose
detector which has been designed in order to maximise its performance in Higgs
boson searches.

The discovery of a Higgs boson depends on its decay products, as it is an unstable
particle. If its mass is large enough, the decay to pairs of electroweak vector bosons
dominates the particle’s decay channels. The production of a Z boson pair, in
particular, constitutes what is regarded as the most promising final state in search-
oriented analyses. The requirement that at least one of the two Z bosons decays
to a light charged lepton pair, in fact, significantly reduces the possible sources of
background at a hadron collider.

In this thesis we have conducted a search for the Higgs boson in the H →
ZZ→ `+`−qq̄ decay channel, with 4.6 fb−1 of data collected by the Compact Muon
Experiment. The presence of jets in the final state poses a series of challenges to
the experimenter: both from a technical point of view, as jets are complex objects
and necessitate of ad-hoc reconstruction techniques, and from an analytical one, as
backgrounds with jets are copious at hadron colliders, therefore analyses must obtain
high degrees of background rejection in order to achieve competitive sensitivity.

The first Chapter of this thesis offers a brief introduction to the theoretical
foundations of the Standard Model and the reasons which conjure to the postulate of
the existence of the Higgs boson. It further offers an overview of the constrains on the
Higgs boson mass before the LHC era, both on an experimental and on a theoretical
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point of views. It then inspects how Higgs boson searches may be conducted at the
LHC, offering an overview of the most promising high-mass analyses and describing
the H→ ZZ→ `+`−qq̄ channel in more detail, highlighting its main aspects.

Chapter 2 offers a detailed description of the experimental apparatus. The Large
Hadron Collider is introduced, and the Compact Muon Experiment is described
in its various subdetectors. Particular emphasis is given to the electron and muon
reconstruction algorithms.

The challenges posed by jet reconstruction are faced in Chapter 3. After an
overview on the general aspects of jet reconstruction, we will give insight on the
jet calibration scheme employed at CMS, and show how photon+jet events can
be successfully used to measure jet reconstruction performance and resolution on
data. More detail is given on the full event reconstruction technique employed at
CMS, known as the ‘Particle Flow’, which allows a significant improvement in jet
reconstruction performance over more traditional, calorimeter-based approaches.

The analysis event selection is presented in Chapter 4, which includes a detailed
account of the analysed data samples, the trigger and preselection requirements.
The analysis, as will be shown, will be split into different categories based on jet
flavour tagging information, and an optimization will be performed in each category.
The main tool of background discrimination is provided by an angular likelihood
discriminant, capable of selecting events likely to originate from the decay of a scalar
boson, and discriminate non-resonant backgrounds. The chapter also details the
strategy for evaluating the background directly on the data.

Possible sources of systematic uncertainties are investigated in Chapter 5. A
number of different effects is scrutinized, ranging from trigger to object reconstruction,
from theoretical uncertainties to those related to the quality of the simulation
modeling.

In Chapter 6, the events passing the selection requirements in 4.6 fb−1 of data
collected by the CMS detector are examined, in the search of a possible signal
compatible with the decay of a heavy Higgs boson, the modeling of which is shown
in detail. We further describe the statistical tools which are adopted to perform
such an analysis, and provide the results.
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Chapter 1

The Hunt for the Higgs Boson

Since the discovery of the top quark, which took place in 1995 at the Tevatron
collider at Fermilab, the Higgs boson may be considered the last missing piece of the
Standar Model. Its search has been undertaken at the LEP and Tevatron colliders,
but no evidence of its existence was found, at the energies which were probed.

The mass of the Higgs boson is an unconstrained parameter of the theory,
therefore a collider which is able to explore vast energy ranges is cardinal for its
discovery. The Large Hadron Collider at CERN has been designed with the aim of
providing conclusive scientifical results regarding the existence of the Higgs boson.

This Chapter provides a quick but accurate introduction to the current theoretical
panorama in elementary particle physics: we will describe the Standard Model,
the motivations which bring to the introduction of the Higgs mechanism, and its
consequences. We will then summarize the experimental limits on the Higgs boson
mass previous to the Large Hadron Collider, and introduce the H→ ZZ→ `+`−qq̄
decay channel, and the role it plays in the search for this elusive particle.

1.1 The Standard Model

The Standard Model is the physical theory which is currently adopted to provide a
quantitative description of three of the four interactions in nature: electromagnetism,
weak interactions and the strong nuclear force. It has been elaborated at the end
of the 1960’s by Glashow, Weinberg and Salam [55, 78, 84]. It is a renormalizable
field theory, compatible with special relativity. Its Lagrangian presents a non-
Abelian gauge symmetry which refers to the symmetry group SU(3)× SU(2)×U(1).
During the past decades its predictions have been confirmed by a large number of
experiments [2], with astonishing precision.

The Standard Model (SM) can be divided in two sectors: the strong sector,
known as Quantum Chromodynamics (QCD), and the electroweak sector. Hence,
the SM Lagrangian may be written as the sum of two parts:

LSM = LQCD + LEW

Quantum Chromodynamics describes the interactions of quarks and gluons,
mediated by the strong force through the colour charge. Its Lagrangian satisfies the

1



2 1. The Hunt for the Higgs Boson

SU(3)C colour symmetry, and has the form:

LQCD = −1
4
∑
i

F iµνF
i µν + i

∑
r

q̄rαγ
µDα

µβq
β
r (1.1)

where qr represents the quark fields of flavour r, α, β are the colour indexes and the
covariant derivative Dα

µβ is defined as

Dα
µβ = ∂µδ

α
β + i

2gF
∑
i

Giµλ
i
αβ

where λi are the generator matrixes of SU(3). Expression 1.1 also presents the
tensors F iµν , which are defined by

F iµν = ∂µG
i
ν − gF fijkGjµGkν

where Gi (i = 1, . . . , 8) are the eight gluonic fields, gF is the strong coupling constant
and fijk are the SU(3) structure constants.

The Lagrangian which governs the electroweak sector is instead invariant under
gauge transformations of the symmetry group SU(2)L ×U(1)Y. The SU(2)L group
refers to the weak isospin charge (I), and U(1)Y to the weak hypercharge (Y ). Left-
handed (L) fermions are paired in I = 1/2 isospin doublets, whereas right-handed (R)
fermions in I = 0 singlets:

I = 1/2 :(
νe
e

)
L

(
νµ
µ

)
L

(
ντ
τ

)
L(

u
d

)
L

(
c
s

)
L

(
t
b

)
L

I = 0 :(
e
)
R

(
µ
)
R

(
τ
)
R

(
u
)
R

(
c
)
R

(
t
)
R(

d
)
R

(
s
)
R

(
b
)
R

The presence of these local gauge symmetries introduces four vector bosons:
three for the SU(2) group, the W i fields (i = 1, 2, 3), and one for U(1), the B field.
The physical fields are obtained as linear combinations of these fields:

Aµ = sin θGW 3
µ + cos θGBµ

Zµ = cos θGW 3
µ − sin θGBµ

W±µ =
W 1
µ ∓ iW 2

µ√
2

The above equations represent two neutral particles (the photon, described by the
Aµ field, and the Z boson) and two charged particles (the W+ and W− bosons).
We have further introduced the angle θG, which is known as the weak mixing angle.

This gives rise to a quantum field theory, invariant under local gauge symmetries,
whose Lagrangian is expressed as:

LEW = i
∑
f

f̄Dµγ
µf − 1

4
∑
G

FµνG FG,µν



1.2 The Higgs Mechanism 3

where the sums are respectively extended over all fermionic fields f , and all vectorial
fields G. Fermionic fields may be either left-handed doublets (ψL) or right-handed
singlets (ψR). The covariant derivative Dµis defined by

Dµ = ∂µ − igG(λαGα)µ

where gG is the generic coupling constant of a fermion to the G field, and λα are
the generators of the symmetry group to which G refers.

This theory is necessarily incomplete: all particles it describes are massless,
contradicting experimental evidence. The Lagrangian’s symmetries, on the other
hand, seem to forbid the introduction of mass terms without spoiling its gauge
invariance. Higgs’ proposal [58, 57] solves this problem by spontaneously breaking
the Lagrangian’s symmetry.

1.2 The Higgs Mechanism
A Lagrangian is symmetrical if it is invariant under a group of transformations.
Degenerate eigenstates of a symmetrical Lagrangian will in general transform in
linear combinations of each other under such a transformation. If a symmetrical
Lagrangian presents a degenerate ground state, there is no univocal state which
describes the system’s fundamental configuration: one of the degenerate states must
be chosen, but any of the chosen states will not share the Lagrangian’s symmetry.
This procedure of obtaining an asymmetric ground state is known as spontaneous
symmetry breaking.

The simplest way of spontaneously breaking the SU(2)× U(1) symmetry group
is that of introducing a scalar field Φ which is an isospin doublet:

Φ =
(

Φ+

Φ0

)
=
(

(Φ1 + iΦ2)/
√

2
(Φ3 + iΦ4)/

√
2

)

where we have introduced four real fields Φi (i = 1, 2, 3, 4) to manifest the complexity
of the Φ+ and Φ0 fields.

The simplest Lagrangian of an autointeracting scalar field has the form:

LH = (DµΦ)†(DµΦ)− V (Φ)

where
V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2

and the covariant derivative is defined by the operatorial identity

Dµ = ∂µ + i
2gσjW

µ
j + ig′Y Bµ

where we imply the sum over the repeated index j = 1, 2, 3, we have called g and g′
the coupling constants of fermions respectively to the fields Wµ

j and Bµ, σj are the
Pauli matrices, and Y is the weak hypercharge. The Φ field is known as the Higgs
field.

The potential V (Φ) depends on two parameters, µ and λ. The requirement λ > 0
ensures that the energy spectrum has a lower bound, and therefore the existence of
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a ground state. If the µ parameter is chosen so that µ2 < 0, the symmetry of V (Φ)
may be broken, as it has a minimal value in correspondence of:

Φ†Φ = −µ
2

2λ ≡
v2

2 (1.2)

This implies that the Φ field has a vacuum expectation value Φ0 = v/
√

2.
Perturbation theory requires an expansion of Φ around its ground state, but the

latter must be chosen between the set of states which satisfy Equation 1.2, but each
of them breaks the rotational symmetry of the Lagrangian. It can be shown that
expanding the Higgs field around one of these fundamental states assignes a mass
equal to |qv| to each boson connected with the broken symmetry, where q is the
charge of the Higgs field vector particles in the potential mediated by the boson in
question.

When breaking the electroweak symmetry group SU(2) × U(1), some care is
needed in order to avoid that the photon is assigned a spurious mass. Therefore,
we need to choose a ground state Φ0 which conserves the electric charge symmetry
group U(1). From the Gell-Mann–Nishĳima relation [53, 73]

Q = I3 + Y

2
which connects the electric charge to weak isospin and hypercharge, we see that this
condition is satisfied if we choose Φ0 with weak isospin I = 1/2, I3 = −1/2 and
hypercharge Y = 1:

Φ0 = 1√
2

(
0
v

)
Therefore the Φ field will be expressed as

Φ(x) = 1√
2

(
0

v + h(x)

)

In this way the bosonic fields W± and Z, connected to the broken symmetry
group SU(2), will acquire a mass

mW = v

2g mZ = v

2

√
g2 + g′2

We have furthermore introduced a physical particle, the Higgs boson, described by
the h(x) field, with mass equal to

mH =
√

2µ =
√

2λv (1.3)

We can now confer a mass to fermions by introducing a Yukawa interaction term,
which couples a left-handed fermionic doublet ψL, a right-handed singlet ψR and
the Higgs doublet Φ, which, for the case of the down quark d has the form

gdψ̄LdRΦ + hermitian conjugate

The non-vanishing vacuum expectation value of Φ will assign a mass md = gdv/
√

2
to the d quark. Similarly, by defining Φ̃ = −i[Φ†σ2]T , where σ2 is the second Pauli
matrix, a term of the form guψ̄LuRΦ̃ confers a mass mu = guv/

√
2 to the u quark.
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Extending the concept to the three quark families, the Lagrangian which describes
the interaction between quarks and the Higgs field has the form

LqΦ =
∑
ik

gdikψ̄
L
i d

R
k Φ +

∑
ik

guikψ̄
L
i u

R
k Φ̃ + h.c.

The mass terms in this expression are not diagonal in the u and d fields, so in order
to obtain the physical fields a diagonalization must be performed. This is done by
introducing unitary matrices V which transform the fields:

uL = VuLu
′L uR = VuRu

′R

dL = VdLd
′L dR = VdRd

′R

As the uL and dL fields transform in different ways, the coupling to the W±
bosons is not diagonal anymore:

LqW = g
∑
ij

ū′Li Vijγ
µd′Lj W

†
µ + h.c.

where we have introduced the V matrix, known as the Cabibbo-Kobayashi-Maskawa [22,
62] matrix, defined as

V = V †uLVdL ≡

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


Conversely, it is easy to show that the couplings to the photon and the Z boson

remain diagonal, thanks to the unitarity of the V matrices:

gūLγµuLW 3
µ = gū′LV †uLγ

µVuLu
′LW 3

µ = gū′Lγµu′LW 3
µ

A noteworthy feature of the VuL, VuR, VdL, VdR matrices is that they are
determined except for a global phase, the existence of which allows the violation of
the CP symmetry in the Standard Model.

Once the fermion fields are diagonalized, they acquire a mass equal to

mf = v√
2
gf

In other words, the coupling of the Higgs boson to fermions is proportional to their
mass:

gf =
√

2 mf

v

As was shown in Equation 1.3, the mass of the Higgs boson depends on the
coupling parameter λ and the vacuum expectation value v. The value of the latter
is determined by the Fermi constant (GF ), as it is simple to show that the following
relation holds:

v = 2mW

g
= (
√

2GF )−1/2

The current estimate of GF , which comes from precise muon lifetime measure-
ments [68, 82], allows to determine v ' 247 GeV. On the other hand, the model
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Figure 1.1. Theoretical boundaries on the mass of the Higgs boson (MH) as a function of
the energy scale Λ at which the Standard Model is not anymore capable of describing
nature. The calculation has been performed with a top quark mass value of 175 GeV.

is not predictive on the value of the λ parameter, therefore the mass of the Higgs
particle is a free parameter of the theory.

Nevertheless, we can exploit the perturbative nature of the theory to impose
approximate theoretical boundaries [23] on mH . A first limit is obtained by requiring
that the breaking of symmetry actually takes place:

V (v) < V (0)

which is equivalent to requiring that λ is positive at all energies. When approaching
this limit, that is for λ� 1, and therefore for a light Higgs boson, radiative top-loop
corrections and gauge couplings become non-negligible and the above relationship
can be transformed into a limit on the Higgs mass:

mH >
3v

32π2 (16g4
t − g4 − 2g2g′2 − 3g′4) log

( Λ
mH

)
where gt is the coupling constant between the Higgs field and the top quark. We have
here introduced a ‘cut-off’ energy scale Λ, above which we assume that the Standard
Model is not valid. This condition corresponds to the lower curve [13, 27, 28, 56] in
Figure 1.1.

Conversely, the requirement that the λ parameter remains finite up to the scale Λ
translates into an upper bound on mH :

m2
H <

8π2v2

3 log(Λ/v2)

which is the upper curve in Figure 1.1. As can be seen, these limits imply that, if
the Standard Model is a perturbative theory up to the scale of grand unification
ΛGUT ≈ 1016 GeV, the mass of the Higgs boson has to fall in the 130 ÷ 190 GeV
range. In other words, a Higgs boson lighter than about 130 GeV or heavier than
about 190 GeV would suggest the presence of physics beyond the Standard Model
at a scale inferior to ΛGUT.
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Figure 1: Observed and expected behaviour of the test statistic −2 ln Q as a function of the test
mass mH, obtained by combining the data of the four LEP experiments. The full curve represents the
observation; the dashed curve shows the median background expectation; the dark and light shaded
bands represent the 68% and 95% probability bands about the median background expectation. The
dash-dotted curve indicates the position of the minimum of the median expectation for the signal plus
background hypothesis when the signal mass given on the abscissa is tested.

13

Figure 1.2. Combined results of the four LEP detectors in the search for a Standar Model
Higgs boson. The trend of the −2 lnQ test statistic as a function of the Higgs mass is
shown: the expected trend in absence (black dashed) or presence (brown hashed) of
a Higgs signal, and the observed trend (black solid). The 68% and 95% probability
intervals are shown respectively with a green and yellow band.

1.3 Experimental Limits on the Higgs Boson Mass
The search for the Higgs boson has conditioned most high-energy physics experiments
of the past decades. Experimental constrains on its mass are of two categories:
direct ones, deriving from the searches performed at colliders (such as LEP at CERN
and the Tevatron at Fermilab), and indirect ones, arising mainly from precision
measurements of the electroweak parameters. We will here provide a brief overview
of the experimental constrains produced prior to the LHC era.

The Large Electron-Positron Collider (LEP) was an e+e− accelerator which was
operative at CERN from 1989 to 2000. Its scientifical program was divided in two
phases: the first one (LEP I), provided collisions on the Z resonance (89 <

√
s <

93 GeV); in the second phase (LEP II), which started in 1996, the center of mass
energy was gradually increased up to a maximum of 210 GeV.

The main production mechanism of a Higgs boson at LEP II is the so-called
‘Higgs-strahlung’ process, where a Higgs is radiated by a virtual Z boson (e+e− →
Z∗ → ZH). The most probable outcome of this final state is events with four jets,
with the Z decaying to a generic quark pair, and the Higgs to a bottom pair:

e+e− → (H → bb̄)(Z → qq̄)

Tetra-jet events with topology compatible with Higgs-strahlung have been studied
by the four detectors operative at LEP: ALEPH [47], DELPHI [18], L3 [83], OPAL [1].
A curious excess was recorded, but no conclusive evidence of a new particle, therefore
a lower bound on the Higgs boson mass was placed at 114.4 GeV at 95% confidence
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Figure 1.3. Combined results of the CDF and D∅ detectors at Tevatron in the search for
a Standar Model Higgs boson, shown as the 95% confidence level exclusion limit on
the ratio of the Higgs production cross section to the Standard Model expectation: the
expected trend (dashed) is compared to the observed trend in the data (solid). The 68%
and 95% probability intervals are shown respectively with a green and yellow band.

level [81]. This is shown in Figure 1.2 which shows the trend of the test statistic
−2 lnQ, defined as

−2 lnQ = −2 ln Λs
Λb

where Λb and Λs are respectively the likelihoods of the background only, and signal
plus background hypotheses. The figure shows the expected trend of −2 lnQ as a
function of the hypothetical mass of the Higgs boson for the two cases: background
only (black dashed) and for the presence of a signal in addition to background (brown
hashed). The 68% (green) and 95% (yellow) probability bands are also reported
for the background only hypothesis. The observed trend in the data, obtained by
combining together the results of the four experiments, is marked by a solid black
line. As can be seen, up to a mass of 114.4 GeV the data are compatible with the
absence of signal.

The Tevatron is a proton-antiproton collider with a center of mass energy of
1.96 TeV which has taken data up to 2011. The search for a Higgs boson is focused
on processes in which it is produced in association with vector bosons (pp̄→ V H,
V ≡W±, Z), and the latter are required to decay in leptonic channels. For masses
larger than mH ∼ 130 GeV the Higgs decay to a pair of W bosons (H →W+W−)
is the most promising for its detection.

Figure 1.3 summarizes the most recent results of the Tevatron [29], which combine
the searches performed at the two detectors CDF [19] and D∅ [4], by showing the
trend of the 95% bayesian confidence level upper limit on the ratio of the Higgs
boson production cross section to the SM expectation (further details on this test
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Figure 1.4. Variation of the χ2 of the electroweak fit as a function of the Higgs boson mass.
The solid (dashed) lines give the results when including (ignoring) theoretical errors.

statistic are provided in Chapter 6). The expected trend (in the absence of signal) is
marked by a dashed line, and the 68% (green) and 95% (yellow) probability intervals
are shown. As can be seen, the observed trend (solid line) reaches values inferior to
unity in the 156÷ 177 GeV range, therefore excluding the presence of a Standard
Model Higgs boson in this mass interval at 95% confidence level.

Indirect constrains on the Higgs boson mass derive from a fit performed to
the precision measurements performed in the electroweak sector of the Standard
Model [64]. These observables are in fact sensitive to the value of the Higgs mass as
the latter modifies, through loop corrections, the vacuum polarization of Z and W
bosons. It is found that these corrective terms have a logarithmic dependance on
the Higgs mass. Figure 1.4 shows the variation of the χ2 of the best fit [54] to the
combined data collected at the LEP, Tevatron and SLC accelerators. As can be seen
the lowest mass interval, compatible with the LEP and Tevatron direct exclusions,
is favoured, but even high mass hypotheses are not completely overruled.

1.4 The Higgs Boson at LHC
The Large Hadron Collider is a proton-proton collider with a center of mass energy of
7 TeV, operative at CERN since 2009. The main objective of its scientifical program
is to shed light on Higgs sector of the Standard Model. The LHC will be described
in detail in the following Chapter. Here we will illustrate the expected scenario for
the production and detection of a Higgs boson at such energies.

The cross sections of the main production processes for a Higgs boson at a 7 TeV
proton collider are shown in Figure 1.5, as a function of the particle’s mass. Across
the whole mass range the gluon-fusion process (pp → H, blue) is the dominant
production mechanism. The sub-leading contribution, with a cross section about
one order of magnitude smaller than gluon fusion, is the Vector Boson Fusion (VBF)
process (pp→ qqH, red). Associate production processes, either in conjuction with
a W boson (green), a Z boson (grey), or a tt̄ pair (violet) are expected to play a
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Figure 1.5. Standard Model Higgs production cross section as a function of its mass at
a center of mass energy of 7 TeV. Different production channels are shown separately,
from top to bottom: gluon fusion (blue), VBF (red), associate production with a W
boson (green), a Z boson (grey) and a tt̄ pair (violet). All cross sections are computed
to NNLO precision, except for the associate production with top quark pairs. Figure
taken from [65].

minor contribution.
The branching ratios of the main decay channels of a Higgs boson, as a function

of its mass, are shown in Figure 1.6 (left). For low masses, the Higgs boson mainly
decays to a bottom quark pair. As mH increases, decays to vector bosons pairs
become energetically allowed, and constitute the dominant decay channels for masses
larger than 150 GeV.

The total decay width ΓH is shown in Figure 1.6 (right). For masses up to about
300 GeV, the intrinsic width of the resonance is very small, therefore the detector
resolutions are expected to play a dominant role in its reconstruction. For heavier
masses, the contribution of the intrinsic width has to be accounted for. When
approaching the very-high mass limit, towards 1 TeV, the Higgs boson cannot be
considered a resonance anymore, as its width becomes comparable to its mass.

1.5 The H→ ZZ→ `+`−qq̄ Channel
The discovery of a heavy (mH > 200 GeV) Higgs boson would imply, as we have
seen, the presence of new physical processes at energy scales inferior to the grand
unification scale. At these masses, the Higgs decays predominantly to vector boson
pairs, the detection of which depends on their own decay channels.

The fully leptonic decay modes

H →WW → `+ν `−ν̄

H → ZZ → `+`−`+`−
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Figure 1.6. Standard Model Higgs decay: branching ratios separated in single decay
channels (left), and total decay width ΓH (right) as a function of the Higgs boson mass.
Figures taken from [65].

where, from now on, we will use (` = e, µ), are considered to be the most promising
channels, as their signatures are easily reconstructable and distinguishable from
background processes. The latter channel, in particular, is considered to be the
‘golden’ channel for its discovery, as the decay chain is fully reconstructable with
high precision. This translates, at analysis level, in a narrow invariant mass peak
with negligible Standard Model background contributions. However, by gaining in
resolution and signal to background ratio, a price is payed: the rate of this decay
chain depends on the Z → `+`− branching ratio, which is equal to 3.37% [59].
Therefore, only less than 0.5% of the total number of Higgs bosons which decay to
the ZZ channel will end up in the golden, fully leptonic, final state.

About half of the Higgs bosons which decay to the ZZ channel will produce a
four-jet final state, with both Z’s decaying to quark pairs (BR(Z → qq̄) = 70%).
Nevertheless, even if this channel maximizes the signal rate, it is practically not
discernable from Standard Model background sources which produce topologically
similar events, such as QCD processes, which are overwhelmingly more frequent at
a hadron collider.

A compromise is offered by the semileptonic final state

H → ZZ → `+`−qq̄

This channel still benefits from a large rate, as its branching ratio is more than 20
times larger than the fully leptonic one. On the other hand, the presence of a lepton
pair originating from the Z boson decay limits the sources of background processes.

There are, of course, drawbacks:

• the resolution on jet quadrimomentum reconstruction is significantly worse
than in the case of electrons or muons;

• even if the background is not submerging as in the fully hadronic case, it is
still much larger than in the four-lepton search, as processes which involve
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jets are in general more frequent than ones which involve leptons at a hadron
collider.

Any Standard Model process which presents a final state with a pair of high
transverse momentum, opposite-signed electrons or muons in association with two
hard jets constitutes a background for this analysis. The main contribution is
expected to arise from the production of a Z boson in conjunction with a pair of
QCD jets. The generation of a Z boson at LHC is a process with a cross section of
about 3 nb, i.e. more than 104 larger than the signal we are hunting for.

Additional sources of background come from events with top quarks, and events
with pairs of vector bosons. Top quark events simulate the signal signature in two
cases:

• when a tt̄ pair is produced, and it decays semileptonically to leptons of the
same flavour:

tt̄→ (W+ → `+ν)b (W− → `−ν̄)b̄

• when a t quark is produced in association with a W boson, and they both
produce a lepton in the final state:

tW− → (W+ → `+ν)b+ `−ν̄ (+1 jet)

t̄W+ → (W− → `−ν̄)b̄+ `+ν (+1 jet)

Differently from signal, these events are non-resonant in the dilepton invariant mass,
therefore requiring the lepton pair to be compatible with a Z boson decay reduces
significantly their contribution.

Finally, continuous production of vector boson pairs (either ZZ, WZ, or WW )
is a background to this channel, if the decay chain produces two leptons of the
same flavour in the final state, and two hard jets. These events could constitute
an irreducible background (also because the jet invariant mass resolution is not
expected to be able to distinguish Z → qq̄ from W → qq̄ ′), but the cross section of
these processes is small enough to make it a minor source of background.

The total background cross section is substantially larger than the one of the
signal. We do, however, have several handles for its discrimination: the dĳet
system in signal originates from the decay of a Z boson, therefore it has a resonant
invariant mass, and it is made of only quark jets, democratically split into all
flavours (except the energetically prohibited t), because of the couplings of the Z.
Jets in the background, instead, have a substantial infiltration of gluonic jets, and
heavy flavours are suppressed. Therefore a good jet invariant mass resolution and
the ability of discriminating the flavour of a jet’s parton are potentially powerful
means of background rejection.

Moreover, we can use an additional piece of information, which, as it turns out,
will constitute our most effective means of background discrimination. In signal
events, the four final state physics objects, the lepton and the jet pairs, originate
respectively from two Z (spin-1) bosons, which in turn are the decay product of a
spin-0 particle, the Higgs boson. The angular distribution of the decay products
of any particle is determined by its spin. In the case of the H → ZZ → `+`−qq̄
decay, the decay of a scalar particle is followed by the decay of two spin-1 particles.
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The final state products, therefore, exhibit the characteristics of the appropriate
rotation matrices, that can be exploited to discriminate signal from non-resonant
backgrounds which, conversely, gives rise to random angular distributions of the
final state particles.

In this thesis we will demonstrate that we are able to successfully fight these
competing processes, by using all the mentioned means of discrimination:

• optimal jet calibration and resolution in order to maximise the separation
offered by the dĳet invariant mass;

• jet flavour tagging, both to isolate heavy-quark jets, and to reject jets which
are likely to originate from gluons;

• angular analysis of the final state, in order to select events which have a
topology compatible with the decay of a spin-0 particle.

By doing so, we will show that the H→ ZZ→ `+`−qq̄ channel proves to be a major
player in the search for a heavy Higgs boson.
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Chapter 2

The Large Hadron Collider and
the CMS Experiment

This chapter is dedicated to the description of the experimental apparatus which
made these measurements possible. Section 2.1 describes the Large Hadron Collider,
the accelerator which provided 7 TeV proton-proton collisions which were analysed in
this thesis. The collisions were reconstructed with the Compact Muon Solenoid (CMS)
detector, to which Section 2.2 is dedicated to. The two final sections of this chapter
illustrate the lepton reconstruction techniques adopted in CMS.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) at CERN is the largest and most energetic particle
accelerator ever built. It occupies the 27 km long tunnel previously hosting the
LEP collider, about 100 meters underneath the surface across the French-Swiss
national border near Geneva. It is a superconducting proton-proton collider, capable
of producing collisions at a center of mass energy of up to 14 TeV, and a maximal
instantaneous luminosity of 1034 cm−2 s−1. It has been delivering 7 TeV proton
collisions since March 2010, and it is expected to raise its center of mass energy in
the coming years.

The LHC proton injection chain is schematically shown in Figure 2.1. Protons
are accelerated three times before they enter the LHC ring: the LINAC brings them
to 50 MeV, the Proton Synchrotron (PS) to 1.4 GeV, and finally the Super Proton
Synchrotron (SPS) injects them into the LHC at 450 GeV. The LHC then completes
the acceleration by bringing them to 7 TeV with its 400 MHz radiofrequency cavities,
capable of ‘kicks’ which result in increases of the proton energy of 0.5 MeV per turn1.

Since the collisions occur between particles of the same electrical charge, two
separate acceleration cavities and two different magnetic field configurations are
required. The LHC is equipped with 1232 superconducting 14.2 m long Niobium-
Titanium dipole magnets, cooled down to 1.9 K by means of super-fluid Helium,
that create a bending magnetic field of about 8.3 T. The magnets are placed in the
eight curved sections which connect the straight sections of the LHC ring.

1The LHC is also capable of accelerating and colliding beams of lead ions at 2.76 TeV in the
center of mass per nucleon. As this is not relevant for this thesis, it will not be treated.

15
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Figure 2.1. Schematic view of the LHC injection scheme.

Table 2.1. Summary of the principal LHC technical parameters.

Circumference [km] 27
Number of magnet dipoles 1232
Dipolar magnetic field [T] 8.33
Radiofrequency [MHz] 400
Maximal number of bunches 2808
Magnet temperature [K] 1.9
Maximal beam energy [TeV] 7
Maximal luminosity [cm−2s−1] 1034

Initial beam energy [TeV] 3.5
Protons per bunch 1.05 · 1011

Bunch spacing [m] 7.48
Minimal bunch time separation [ns] 25
Bunch length [cm] 7.5
Bunch transverse size [µm] 15
Crossing angle [rad] 2 · 10−4

Beam lifetime [h] 7
Luminosity lifetime [h] 10
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The high luminosity of the LHC is obtained by a high frequency bunch crossing
and a high number of protons per bunch: two beams of protons with an energy
of up to 7 TeV (3.5 TeV in the initial physics runs), circulating in two different
vacuum chambers, contain each up to 2808 bunches. The bunches, with a nominal
number of 1011 protons each, have a very small transverse spread (about 15 µm
in the transverse directions) and are about 7.5 cm long in the beam direction at
the interaction points. The bunches cross at the rate of up to 40 MHz, i.e. one
collision each 25 ns. A summary of the principal LHC technical parameters is given
in Table 2.1.

The LHC can cross its beams in four interaction points. Two of them have high lu-
minosity and are dedicated to the general purpose experiments ATLAS [16] and CMS.
The other two, at lower luminosity, serve the ALICE [11] and LHCb [66] experiments,
respectively focused on heavy ion physics and CP violation measurements.

The operating conditions at the LHC are extremely challenging for the experi-
ments. The total proton-proton cross section is estimated to be about 100 mb [7],
which implies about 20 proton interactions per bunch crossing, i.e. 109 interactions
per second. A strong online event selection is therefore required in order to re-
duce the event rate at O(100) Hz, corresponding to the maximum data storage
rate sustainable by the existing device technology. The detectors must also have
a fast response time (around 25 ns) and a fine granularity in order to minimize
the performance degradation in simultaneous events. In addition to this, the high
flux of particles coming from proton interactions implies that each component of
the detector has to be radiation resistant. Finally, to fully understand the physical
processes occurring at the LHC, multi-purpose detectors are required to satisfy the
following requirements:

• full hermeticity, in order to provide accurate measurements of missing transverse
energy;

• excellent reconstruction of high-energy leptons and photons;

• precise determination of charged particle momenta and impact points through
an efficient tracking system;

• accurate reconstruction of hadronic activity from QCD processes and heavy
particle decays.

The Compact Muon Solenoid detector meets all these stringent requirements. It
is described in the following.

2.2 The CMS Experiment
The Compact Muon Solenoid (CMS) experiment [3] is one of the two general-purpose
detectors which take data at the LHC. One of the cardinal points of its scientifical
program is the discovery of the Higgs boson. Its design philosophy has therefore
been driven by such a search, and can be summarized by the following points:

• an excellent and redundant muon system. This has lead to the choice of a
large, superconducting solenoidal magnet, capable of producing a 4 T field,
which allows to have a compact muon spectrometer, delivering precise track
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and unambiguous charge measurements for muons of transverse momenta up
to 1 TeV;

• the best possible electromagnetic calorimeter compatible with the magnet;

• a precise and efficient inner tracking system;

• a highly hermetic hadronic calorimeter system, capable of delivering good
performance in missing transverse energy reconstruction.

The structure of the CMS detector is shown in Figure 2.2. It has a cilindrical
shape, symmetrical around the beam direction, with a radius of 7.5 m, a total length
of 22 m, and weighs about 12 500 tons. It is divided into a central section, made
of several layers coaxial to the beam axis (the barrel), closed at its ends by two
hermetic discs orthogonal to the beam (the endcaps).

A schematic view of a transverse section of CMS is visible in Figure 2.3. Moving
outwards starting from the beam position, it presents a silicon tracker, a crystal elec-
tromagnetic calorimeter, a hadronic calorimeter, and the superconducting solenoidal
magnet, in the return yoke of which the muon drift chambers are inserted.

The coordinate system adopted in CMS is cartesian, has the origin centered in
the nominal collision point at the center of the detector, and adopts the following
conventions:

• the x axis points towards the center of the LHC ring;

• the z direction coincides with the CMS cylinder axis;

• the y axis points upwards, towards the surface.
The cylindrical symmetry of the apparatus drives the use of a pseudo-angular
reference system, given by the triplet of variables (r,φ,η), where r is the radial
distance from the beam axis, φ is the aximuthal angle with respect to the x axis,
and η, commonly referred to as pseudorapidity, is defined as

η = − ln tan θ2
where θ is the polar angle with respect to the z axis. The use of the pseudorapidity
is motivated by the fact that for high energies it is a good approximation of the
rapidity (y) of a particle, defined as

y = 1
2 ln

(
E + pL
E − pL

)
where E is the particle’s energy and pL is the component of its momentum projected
along the beam axis. The rapidity is a useful variable at a hadron collider, as it is
invariant, expect for a constant additive term, under Lorentzian boosts along the
axis direction. It follows from its definition that the pseudorapidity is null for θ = 0
and increases in absolute value when approaching the beam pipe, asymptotically
reaching infinity at θ = π/2 (on the z axis).

We furthermore denote with pT the component of a particle’s momentum in the
plane transverse to the beam axis, and with ET its transverse energy, obtained from
its energy by ET = E · sin θ.

We will now provide a brief description of the subdetectors which constitute
CMS.
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Table 2.2. Expected radiation dose and charged particle flux at different radii in the barrel
of the CMS tracker, for the high-luminosity run of the LHC and an integrated luminosity
of 500 fb−1.

Radius Radiation Dose Charged Particle Flux
(cm) (kGy) (cm−2s−1)
4 840 108

22 70 6 · 106

115 1.8 3 · 105

2.2.1 Magnet

In order to achieve a compact and high-resolution muon detection system, a large
bending power is required. This can be achieved by a relatively small solenoid,
provided that an intense magnetic field is produced, as the bending starts at the
collision vertex. A large enough length/radius ratio is also demanded for, in order
to ensure good momentum resolution in the forward region as well.

These considerations led to the choice [34] of a 13 m long superconducting
cylindrical Niobium-Titanium coil, with a diameter of 5.9 m. It provides a uniform
magnetic field of 3.8 T at its center, carrying a current of 18 kA and a total stored
magnetic energy of 2.4 GJ. The magnet flux is returned by a saturated iron yoke,
which also works as mechanical support structure of the detector.

2.2.2 Tracker

The design goal of the inner tracking system is to reconstruct isolated, high-pT
electrons and muons with efficiency greater than 95%, and tracks of particles within
jets with efficiency greater than 90%, within a pseudorapidity coverage of |η| < 2.4.
At the same time it must comply to severe material budget constraints, in order not to
degrade its momentum resolution. All of this must be achieved in a high-multiplicity,
highly radioactive environment such as the one created by LHC collisions.

This led to the choice of a large silicon tracker [36]. It is the first example in
high-energy physics of an inner tracking system completely based on this technology
alone. Referring to Table 2.2, which summarizes the expected dose of radiation and
charged particle flux for the high-luminosity run of the LHC, we can identify three
tracker regions:

• closest to the interaction vertex where the particle flux is highest (≈ 107/s
at r ≈ 10 cm), pixel detectors are placed. The size of a pixel is about
100×150 µm2, giving an occupancy of about 10−4 per pixel per high-luminosity
LHC crossing;

• the intermediate region (20 < r < 55 cm), where the particle flux is low enough
to enable the use of silicon microstrip detectors with a minimum cell size of
10 cm × 80 µm, leading to an occupancy of ≈ 2− 3%/crossing;
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Figure 1.10: Layout of pixel detectors in the CMS tracker.

The spatial resolution is measured to be about 10 µm for the r-� measurement and about
20 µm for the z measurement. The detector is readout using approximately 16 000 readout
chips, which are bump-bonded to the detector modules.

1.5.5.3 Tracker control and readout scheme

The Silicon Strip Tracker (SST) readout system is based on a front-end APV25 readout chip
[21], analogue optical links [22] and an off-detector Front-End Driver (FED) processing board
[23]. The APV25 chip samples, amplifies, buffers and processes signals from 128 channels of
a silicon strip sensor. Each microstrip is readout by a charge sensitive amplifier with ⌧ =
50 ns. The output voltage is sampled at the beam crossing rate of 40 MHz. Samples are
stored in an analogue pipeline for up to the Level-1 latency of 3.2 µs. Following a trigger,
a weighted sum of 3 samples is formed in an analogue circuit. This confines the signal to a
single bunch crossing and gives the pulse height. The buffered pulse height data from pairs
of APV25 chips are multiplexed onto a single line and the analogue data are converted to
optical signals before being transmitted via optical fibres to the off-detector FED boards. The
output of the transmitting laser is modulated by the pulse height for each strip. The FEDs
digitize, process and format the pulse height data from up to 96 pairs of APV25 chips, before
forwarding zero-suppressed data to the DAQ online farm. The electronics noise/channel of
the tracking system is about 1000 to 1500 electrons before and after irradiation, respectively.
The SST control system comprises ⇡300 control rings that start and end at the off-detector
Front-End Controller (FEC) boards [24]. Slow-control commands, clock and Level-1 triggers
are distributed via digital optical links to Digital Opto-Hybrids (DOH) [25], which perform
optical-to-electrical conversion before the control signals are distributed to the front-end elec-
tronics.

The Pixel Tracker readout system is described in detail in [6]. A single pixel barrel module
is readout by 16 Read-Out Chips (ROCs). In the endcaps, the number of ROCs per module
varies from 2 to 10. Each ROC reads an array of 52⇥80 pixels. Analogue signals and corre-
sponding pixel addresses are stored in a data buffer, waiting for the Level-1 trigger decision.

Figure 2.4. Layout of the CMS silicon pixel detector.
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first, the second and the fifth are double sided). On the whole, the silicon tracker
is made of about 10 millions of channels for an active area close to 198 m2.

Figure 4.7. Schematic longitudinal view of a quarter of the tracker layout. Red lines
represent single modules, blue lines double modules.

4.2.3 Electromagnetic calorimeter

A high performance electromagnetic calorimeter (ECAL) is a fundamental require-
ment for any general purpose LHC experiment, in order to have precise measure-
ments of electrons and photons. The CMS collaboration has chosen a homogeneous
calorimeter composed by segmented crystals of lead tungstate (PbWO4), which is a
radiation resistant and chemically inert scintillator suited to work in the LHC high
dose environment. A detailed description of the electromagnetic calorimeter will
follow in Section 4.3.

4.2.4 Hadron calorimeter

The hadron calorimeter (HCAL) is used together with the electromagnetic one to
measure the energy and direction of hadronic jets (coming from the fragmentation
of quarks and gluons), the transverse energy and the imbalance of transverse energy.
High hermeticity is required together with a material thickness which is sufficient
to contain the whole hadron shower.

The CMS HCAL [48] is a sampling calorimeter made of 3.7 mm thick active
layers of plastic scintillators alternated with 5 cm thick brass plate absorbers. The
signal is readout with wavelenght-shift fibres. The barrel granularity ∆η × ∆φ =
0.087 × 0.087, matching a 5×5 crystals ECAL tower, is fine enough to allow an effi-
cient di-jet separation. The longitudinal view of HCAL is shown in Figure 4.8: the
barrel (|η| < 1.4) and the endcap (1.4 < |η| < 3.0) with an overall thickness from 8.9
to 10 interaction lengths λ0 respectively. Since the barrel part of the calorimeter is
not sufficiently thick to entirely contain the very high energy showers, an additional
tail-catcher, composed of scintillators tiles, is placed outside the magnet.

Figure 2.5. Schematic longitudinal section of one quarter the CMS silicon microstrip
detector. The nominal interaction point is in the bottom-left corner. Distances are
marked in millimeters on the left and bottom axes, and pseudorapidity values are shown
on the top and right borders.

• the outermost region (r > 55 cm) of the inner tracker, where the particle flux
has dropped sufficiently to allow the adoption of larger-pitch silicon microstrips
with a maximum cell size of 25 cm × 180 µm, whilst keeping occupancy around
1%.

Even in heavy-ion (Pb-Pb) running, the occupancy is at the level of 1% in the pixel
detectors and less than 20% in the outer silicon strip detectors, permitting track
reconstruction in such a high density environment.

The layout of the pixel detector is shown in Figure 2.4: it features three cylindrical
layers in the barrel region, placed respectively at radii of 4.7, 7.3 and 10.2 cm, and
two closing end-discs, extending from 6 to 15 cm in radius, and placed on each
side at |z| = 34.5 cm and 46.5 cm. This design ensures that each charged particle
produced within |η| = 2.2 releases at least two hits in the pixel detector.

The pixel layers are enveloped by a silicon microstrip detector, a section of which
is schematically represented in Figure 2.5. The barrel microstrip detector is divided
in two regions: the inner and outer barrel. The inner barrel is made of four layers
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Figure 3: Material budget profile of the Tracker simulation: fraction of radiation length x/X0 as a function of
pseudorapidity η (a) for the different sub-detectors and structures: the beam pipe, the pixel vertex detector, the inner
Tracker (TIB+TID), the outer barrel (TOB) and endcaps (TEC), the outer structures (support tube, thermal screen
and bulkheads) and (b) for the different material categories: beam pipe, silicon sensitive volumes, electronics,
cables, cooling pipes and fluid, support mechanics and outer structures.
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2.2 Detector Response
The particles are propagated through the Tracker volumes by GEANT4, the energy lost by the charged particles
crossing the silicon active volumes is recorded together with the the entrance and the exit points in the volume.
Lower thresholds for δ-ray production energies are set to 30 keV and 120 keV, for pixel and microstrip respectively,
to realistically simulate the collected charge distributions. The choice of the δ-ray energy thresholds has been tuned
to have visible effects after the digitization and speed-up the simulation process.

The mean energy required to create an electron/hole pair in the depleted silicon is 3.6 eV. Since the most probable
value of energy loss for a mip in silicon is 288 eV/µm, in 320 µm silicon thickness a mip releases 25 600 electrons.
This value represents an estimate of the charge collected inside an active volume. The distribution of energy re-
leased along the track segment is estimated by subdividing it into equal subsegments, small compared to the sensor
pitch. Each subsegment is assigned a fraction of the deposited energy taking into account Landau fluctuations.

The charge from each subsegment is drifted toward the detector surface and simultaneously diffused in the perpen-
dicular plane. The diffusion is distributed as a gaussian with a standard deviation proportional to the square root
of the drift length with diffusion constants normalised, for 300 µm thick sensors, to 2 µm for the pixel and 7 µm

6

Figure 2.6. Silicon tracker material budget as a function of pseudorapidity, expressed in
units of radiation lengths (X0). Different material categories are shown: beam pipe,
silicon sensitive volumes, electronics, cables, cooling pipes and fluid, support mechanics
and outer structures.

(the two innermost of which are double-sided), and cover the depth 20 < r < 55 cm.
The outer barrel counts six layers (the two innermost double-sided) and reach up
to a radius of 110 cm. In order to avoid that particles hit the sensitive area at too
small angles, the inner barrel is shorter than the outer region, and three additional
disc-shaped layers have been inserted, between the inner barrel and the endcaps.
The endcap detector is made of nine layers of discs, up to a maximum distance of
z = 270 cm. The first, second, and fifth layers are double-sided.

The silicon tracker detector comprises of a total of 66 million pixel and 9.6 million
strip channels. Its material budget in units of interaction lengths, as a function of
pseudorapidity, is shown in Figure 2.6. As can be seen, it adds up to less than half
a radiation length in the center of the barrel, increasing to a maximum of about
1.8 X0 in the barrel-endcap transition (|η| ∼ 1.5).

2.2.3 Electromagnetic Calorimeter
A high-performance electromagnetic calorimeter is a cardinal element of a general
purpose high-energy physics detector, as it allows precise measurements of photon
and electron energies. The CMS collaboration has opted [32] for a hermetic, homoge-
neous electromagnetic calorimeter (ECAL), made of 61 200 lead tungstate (PbWO4)
scintillating crystals mounted in the barrel region, and closed by two endcaps, which
count 7 324 crystals each.

The main characteristics of PbWO4 are listed in Table 2.3. The choice of this
inorganic crystal has been determined by a number of factors:

• its short radiation length (0.89 cm) allows the construction of a compact
calorimeter, which can comply to the requirements imposed by the magnet
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Table 2.3. Main characteristics of lead tungstate (PbWO4). The superscripts f and s
respectively denote the principal (fast) and secondary (slow) scintillation emissions.

Radiation length (cm) 0.89
Density (g cm−3) 8.3
Molière Radius (cm) 2.2
Refractive Index 2.29
Light Yield (γ/MeV) 30
Light Emission Time (ns) 5f

15s
Scintillation Wavelength (nm) 440f

480s

Figure 2.7. Longitudinal section of a quarter of ECAL.

radius;

• its small Molière radius (2.2 cm) ensures an efficient lateral shower containment,
and therefore high granularity;

• it is characterized by a very fast light emission process (its principal and
secondary scintillation components have emission times respectively of 5 and
15 ns), a crucial feature at a collider where bunch crossings are interspaced by
only 25 ns;

• it is sufficiently radiation hard, allowing it to sustain several years of high-
luminosity running with tolerable degradation of the crystals transparency,
which can be corrected with a light monitoring system.

However, the relatively low light yield (30 γ/MeV) necessitates the use of photode-
tectors with high intrinsic gain and which can operate in a magnetic field. This
led to the use of silicon avalanche photodiodes (APD) in the barrel, and vacuum
phototriodes (VPT) in the endcaps.

A longitudinal section of a quarter of the ECAL is shown in Figure 2.7. The
barrel covers the pseudorapidity region |η| < 1.479 and has an inner radius of 129 cm.
It is made of 18 identical supermodules, each of which covers half the barrel length.
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It has a granularity of 360 crystals in the azimuthal direction (φ), and (2 × 85)
crystals in η. The crystals are organized in a quasi-projective geometry, so that their
axes form a 3◦ angle with the line that connects them to the nominal interaction
point. A single crystal corresponds to a 0.0174× 0.0174 square in the η − φ plane,
and its front face measures about 22× 22 mm2. They are 23 cm long, equivalent to
25.8 X0.

The endcaps are placed at a distance of 3.144 m from the nominal interaction
point and reach up to |η| = 3. They are made of identical crystals, with a front face
of 28.62× 28.62 mm2 and a length of 22.0 cm (24.7 X0). They are grouped in 5× 5
mechanical units, called supercrystals.

The front face of the endcaps is equipped, in the 1.653 < |η| < 2.6 pseudorapidity
interval, with a preshower detector. It is a two-layer sampling calorimeter, which
uses lead as absorber and silicon strips as active material. The thickness of the two
lead absorbers is respectively 2 X0 and 1 X0.

The energy resolution of a homogeneous calorimeter may be parametrized with
the following expression:

σ

E
= S√

E
⊕ N

E
⊕ C

The stochastic (S), noise (N), and constant (C) terms of the ECAL have been
measured at a test beam [8], and were found to have a value of:

S = 2.8% GeV1/2 N = 124 MeV C = 0.3%

2.2.4 Hadronic Calorimeter
The role of the hadronic calorimeter [33] is to contain the showers of hadronic
particles, and therefore measure jet quadrimomenta and the missing transverse
energy of events. The two key features for these tasks are a high hermeticity and a
good transverse granularity. Furthermore, a good energy resolution and a sufficient
longitudinal containment are also important.

A longitudinal section of a quarter of the hadronic calorimeter is shown in
Figure 2.8. It is formed by two separate detectors: a central (HCAL) and a
forward (HF) calorimeter. The HCAL covers the pseudorapidity range |η| < 3, and
is in turn divided into two subdetectors: a barrel (|η| < 1.3) and two endcaps (1.3 <
|η| < 3). It is a sampling calorimeter, with brass used as absorber and plastic
scintillators as active material. It has a transverse granularity of ∆η × ∆φ =
0.087 × 0.087.

The energy resolution of the HCAL is parametrized as

σ

E
= 100%√

E(GeV)
⊕ 8%

for pions of energy E. It has a total thickness of 7-10 interaction lengths (λi). A
depth of 7λi is not sufficient to ensure the complete containment of a highly energetic
hadronic shower, therefore an additional layer of active material was added behind
the solenoid, which increases the total effective thickness by about 3λi and improves
by 10% the energy resolution for 300 GeV pions.

To improve the detector’s hermeticity, an additional calorimeter (HF) is placed
outside the magnet yoke, 11 m away from the interaction point, on both sides. It
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Figure 4.8. Longitudinal view of a quarter of CMS hadron calorimeter, divided into barrel
and endcap HCAL. It is placed inside the magnetic coil, the outer barrel tail-catcher and
the very forward calorimeter HF.

To improve the hermeticity, a very forward calorimeter (HF) is placed outside
the magnet yoke, ±11 m away along the beam direction from the nominal interaction
point, covering from |η| = 3 up to |η| = 5. Quartz fibers are used as active elements.
They are placed in parallel to the beam pipe, interleaved into steel plate absorbers
which constitute the passive material. With tis configuration, the HCAL has an
overall depth of more than 11 λ0 over the entire coverage. The designed hadronic
energy resolution combined with ECAL measurements is

σ (E)
E

= 100%√
E [GeV]

⊕ 4.5% (4.3)

The performances of the HF are:

σ (E)
E

= 182%√
E [GeV]

⊕ 9%, for hadrons (4.4)

σ (E)
E

= 138%√
E [GeV]

⊕ 5%, for electrons. (4.5)

4.2.5 The muon system
The muon system [49] has three functions: muon identification, momentum mea-
surement and triggering. Good muon momentum resolution and trigger capability
are enabled by the high-field solenoidal magnet and its flux-return yoke. The lat-
ter also serves as a hadron absorber for the identification of muons. In the CMS
experiment, the muon detectors are placed beyond the calorimeters and solenoid.
Since the muon system consists of about 25000 m2 of detection planes, the muon
chambers have to be inexpensive, reliable and robust.

A sketch of the muon system is shown in Figure 4.9. The barrel drift tube
(DT) chambers cover the pseudorapidity region |η| < 1.2 and are organized into
four stations interspersed with the layers of the flux return plates. The number of
chambers in each station and their orientation were chosen to provide good efficiency
for linking together muon hits from different stations into a single muon track and

Figure 2.8. Longitudinal section of a quarter of the CMS hadronic calorimeters: HCAL is
visible on the left, HF far away from the interaction point on the right. Some values of
pseudorapidity are marked.

covers the very forward pseudorapidity region 3 < |η| < 5. In order to sustain the
very high doses of radiation and high particle multiplicities expected for such a
region, they are sampling calorimeters made of iron and quartz fibers. The fibers
are of two different lengths, the longer ones reach the front face of the calorimeter,
the short ones end 22 cm before that. In this way, most of the electromagnetic
component of the hadronic showers will be released in the long fibers, and can
therefore be isolated by subtraction. Its granularity is ∆η ×∆φ = 0.175× 0.175.

2.2.5 Muon System

The muon system [35] has the aim of detecting muons, the only charged particles
which are able to pass through the calorimeters without being absorbed. It is
placed outside the magnet coil, and it has a pseudorapidity reach of |η| < 2.4. It is
subdivided in a barrel and two endcaps, and the two regions use different technologies.
Both regions are made of four layers of measuring stations, imbedded in the iron
of the magnet return yoke, where the return field of the solenoid is about 1.5 T. A
schematic longitudinal section of a quarter of the CMS muon system is shown in
Figure 2.9.

The barrel region (|η| < 1.2) is made of drift tube (DT) stations, each of which is
made of 12 planes of tubes, for a total of 195 000 tubes. The endcaps (1.2 < |η| < 2.4)
have to cope with an intense magnetic field and a higher particle multiplicity, therefore
cathode strip chamber (CSC) detectors are employed, organized in six-layer modules.
CSC’s are multi-wire proportional chambers in which the cathode plane has been
segmented into strips.

In addition to this, both barrel and endcaps are equipped with resistive plate
chamber (RPC) detectors, which are parallel-plate gas chambers with an excel-
lent (3 ns) time resolution. The RPC’s supply a very fast trigger system, capable of
identifying muons with high efficiency. They are organized in six barrel and four
endcap stations, for a total of 612 chambers.
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high, cathode strip chambers (CSC) are deployed and cover the region up to |⌘| < 2.4. In
addition to this, resistive plate chambers (RPC) are used in both the barrel and the endcap
regions. These RPCs are operated in avalanche mode to ensure good operation at high rates
(up to 10 kHz/cm2) and have double gaps with a gas gap of 2 mm. A change from the
Muon TDR [4] has been the coating of the inner bakelite surfaces of the RPC with linseed
oil for good noise performance. RPCs provide a fast response with good time resolution
but with a coarser position resolution than the DTs or CSCs. RPCs can therefore identify
unambiguously the correct bunch crossing.

The DTs or CSCs and the RPCs operate within the first level trigger system, providing 2
independent and complementary sources of information. The complete system results in a
robust, precise and flexible trigger device. In the initial stages of the experiment, the RPC
system will cover the region |⌘| < 1.6. The coverage will be extended to |⌘| < 2.1 later.

The layout of one quarter of the CMS muon system for initial low luminosity running is
shown in Figure 1.6. In the Muon Barrel (MB) region, 4 stations of detectors are arranged in
cylinders interleaved with the iron yoke. The segmentation along the beam direction follows
the 5 wheels of the yoke (labeled YB�2 for the farthest wheel in�z, and YB+2 for the farthest
is +z). In each of the endcaps, the CSCs and RPCs are arranged in 4 disks perpendicular to
the beam, and in concentric rings, 3 rings in the innermost station, and 2 in the others. In
total, the muon system contains of order 25 000 m2 of active detection planes, and nearly
1 million electronic channels.
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Figure 1.6: Layout of one quarter of the CMS muon system for initial low luminosity running.
The RPC system is limited to |⌘| < 1.6 in the endcap, and for the CSC system only the inner
ring of the ME4 chambers have been deployed.

Figure 2.9. Longitudinal section of a quarter of the CMS muon system.

2.2.6 Trigger

At the nominal LHC luminosity the event rate is expected to reach 109 Hz. Given
that the typical raw event size is about 1 MB, it is not possible to record all proton-
proton collisions. On the other hand, the vast majority of interactions are soft
collisions, which are not interesting for the search-oriented physics program CMS
intends to pursue. Therefore the aim of the trigger system is that to lower the rate
of acquired events to manageable levels (∼ 100 Hz), while still retaining most of the
potentially useful events.

This is achieved through a two-tier system: a Level-1 Trigger (L1) and a High-
Level Trigger (HLT). The L1 system is made of a series of custom-designed, largely
programmable hardware processors, whereas the HLT is a software system imple-
mented in a computer farm made of about one thousand commercial processors.
The design goal of the trigger system as a whole is that to have a reduction rate
capability of 107.

Level-1 Trigger

The Level-1 trigger [37] reduces the rate of selected events down to 50-100 kHz. The
full data are stored in pipelines of processing elements, while waiting for the trigger
decision. The L1 decision whether taking or discarding data from a particular bunch
crossing has to be taken in 3.2 µs; if the L1 accepts the event, the data are moved
to be processed by the HLT.

To deal with the high bunch crossing rate, the L1 trigger has to take a decision
in a time too short to read data from the whole detector, therefore it employs the
calorimetric and muon information only, since the tracker algorithms are too slow
for this purpose. The L1 trigger is organized into a Calorimeter Trigger and a Muon
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Trigger, whose informations are transferred to the Global Trigger which takes the
final accept-reject decision.

The Calorimeter Trigger is based on trigger towers, 5 × 5 matrices of ECAL
crystals, which match the granularity of HCAL cells. The trigger towers are grouped
in 4 × 4 squares. The Calorimeter Trigger identifies the best four candidates of
each of the following classes: electrons and photons, central jets, forward jets and
τ -jets (identified from the shape of the deposited energy). The information of these
objects is passed to the Global Trigger, together with the measured calorimetric
missing transverse energy. The Muon Trigger is ran separately for each muon
detector. The information is then merged and the best four muon candidates are
transferred to the Global Trigger.

The Global Trigger takes the accept-reject decision exploiting both the charac-
teristic of the single objects and of combinations of them.

High-Level Trigger

The High-Level Trigger [38] reduces the output rate to about 100 Hz. It is a highly-
customizable software system, in which flexibility is maximized because there is
complete freedom in deciding which data to access, as well as the sophistication of
the adopted algorithms. The HLT software is organized in a set of algorithms (known
as HLT ‘paths’) which are designed to select specific event topologies.

Various strategies are employed at HLT, some of which (the ones relevant for
this analysis) will be shown in Sections 2.3 and 2.4. The guiding principles are:
regional reconstruction, and fast event veto. Regional reconstruction tries to avoid
the complete event reconstruction, which would take time, but rather focuses on
the detector regions close to where the L1 trigger has found interesting activity.
Fast event veto means that uninteresting events are discarded as soon as possible,
therefore freeing the processing power for the next events in line. This has led to
the development of three virtual trigger levels: the first level accesses only the muon
and calorimetric data, the second level adds the data of the pixel seeds, the final
step reads the full event information.

2.2.7 CMS Software Components

The goals of the CMS software are to process end select events inside the HLT farm,
to deliver the processed results to the experimenters within the CMS collaboration
and to provide tools for them to analyze the processed information and produce
physics results. The overall collection of software, now referred to as CMSSW, is built
around a Framework, an Event Data Model, and Services needed by the simulation.
The physics and utility modules are written by detector groups. The modules
can be plugged into the application framework at run time, independently of the
computing environment. The software should be developed keeping in mind not
only performance but also modularity, flexibility, maintainability, quality assurance
and documentation. CMS has adopted an object-oriented development methodology,
based primarily on the C++ programming language.

The primary goal of the CMS Framework and Event Data Model (EDM) is to
facilitate the development and deployment of reconstruction and analysis software.
The EDM is centered around the Event class, which holds all data that was taken
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during a triggered physics event as well as all data derived from the data taking (e.g.
calibration and alignment constants).

The detailed CMS detector and physics simulation is currently based on the
GEANT 4 [9] simulation toolkit and the CMS object-oriented framework and event
model. GEANT 4 provides a rich set of physics processes describing electromagnetic
and hadronic interactions in detail. It also provides tools for modeling the full CMS
detector and geometry and the interfaces required for retrieving information from
particle tracking through these detectors and the magnetic field. The validation
of GEANT 4 in the context of CMS is described in detail in [39]. The CMS GEANT
4-based simulation program uses the standard CMS software framework and utilities,
as used by the reconstruction programs.

The simulation is implemented for all CMS subdetectors in both the central and
forward region, including the field map of the 3.8 T solenoid. In addition, several
test-beam prototypes and layouts have been simulated. The full simulation program
implements the sensitive detector behavior, track selection mechanism, hit collection
and digitization (i.e. detector electronic response). The detailed simulation workflow
is as follows:

• a physics group configures an appropriate Monte Carlo event generator (several
are used) to produce the data samples of interest;

• the production team/system runs the generator software to produce generator
event data files;

• the physics group validates the generator data samples and selects a configura-
tion for the GEANT-based simulation of CMS, with generator events as input, to
produce (using the standard CMS framework) persistent hits in the detectors;

• the physics group validates these hit data which are then used as input to the
subsequent digitization step, allowing for pile-up to be included. This step
converts hits into digitizations which correspond to the output of the CMS
electronics.

The digitization step, following the hit creation step, constitutes the simulation
of the electronic readout used to acquire data by the detector. It starts from the
hit positions and simulated energy losses in the detectors and produces an output
that needs to be as close as possible to real data coming from CMS. Information
from the generation stage (e.g. particle type and momentum) is preserved in the
digitization step. The output of this step has the same format of real collision events,
and therefore can be fed to the same reconstruction software chain.

Collision events are reconstructed and stored if they satisfy at least one of the
High Level Trigger paths employed online. Depending on the type of HLT path
which was fired, an event is stored in a given Primary Dataset, which will therefore
collect events with similar topologies. Examples of Primary Datasets are Photon,
DoubleMuon, DoubleElectron, SingleMuon.

2.3 Electron Reconstruction and Trigger
Electrons are reconstructed in the silicon tracker, where they form a track, and in the
crystal ECAL, where they deposit their energy. The goal of electron reconstruction
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is therefore to successfully couple a track with an electromagnetic energy deposit,
and efficiently identify these as an electron candidate, without allowing a large rate
of fakes to be introduced by other charged particles, such as pions.

While traversing the tracker material, an electron not only ionizes the medium,
as any charged particle, but may incur in a large energy loss via the radiation of
a photon, a process commonly known as bremsstrahlung. As we have seen, the
tracker material budget can be as large as 1.8 X0, therefore this eventuality is
not infrequent, and has to be accounted for. This is done by adapting both the
track-finding algorithm and the calorimeter energy-clustering sequence.

Standard charged-track reconstruction is a pattern-recognition problem, in which
the ensemble of hits released in the tracker have to be linked together in order to
identify the sets of hits which arose from the passage of single charged particles. In
CMS this is solved by the use of a Kalman Filter [60] algorithm, seeded in the pixel
detector and in which the posterior on the particle’s momentum is updated at each
tracker layer. As this algorithm is optimized for particles which lose energy only via
the ionization process, an indipendent track-finder is used for electrons, which has a
similar functioning as the Kalman Filter, but also contemplates the possibility of a
major, abrupt radiative energy loss: this algorithm is known as the Gaussian Sum
Filter [50].

Bremsstrahlung not only affects the electron’s trajectory, but also the shape of its
ECAL energy deposit. Radiated photons will in fact give rise to indipendent satellite
clusters, which must be collected in order to achieve a precise energy measurement.
Because of the axial magnetic field, photons will mainly be radiated in the azimuthal
direction. Therefore in the ECAL barrel the energy clustering algorithm proceeds as
follows:

• search for single crystals which have collected an amount of energy above a
certain threshold (1 GeV), and sort them in descreasing energy. These are the
algorithm seeds;

• around each seed, open in the φ-direction a 5-crystal wide strip, reaching up
to ±17 crystals;

• add to the row which contains the seed crystal all 5-crystal rows which have a
total energy larger than 0.1 GeV.

In the endcaps the algorithm is slightly different because of the geometry: it first
organizes crystals in 5× 5 matrices, and then groups those matrices which lie within
an azimuthal distance of 0.3 rad.

The resulting sets of grouped crystals are called ECAL superclusters. Electron
reconstruction is then simply a matter of linking a GSF track to an ECAL superclus-
ter. This may be done both by seeding the algorithm in the calorimeter (optimal for
energies larger than ∼ 50 GeV), or in the tracker (which recovers efficiency at low
electron energies). Additional identification criteria, such as isolation, ECAL energy
cluster shape, and track-cluster compatibility requirements are needed in order to
minimize the infiltration of fake candidates. These requirements will be described in
Section 4.2.2.

These sophisticated algorithms cannot be ran at trigger level, of course, for they
would take too long. Electron triggers therefore proceed as follows:



2.4 Muon Reconstruction and Trigger 31

• the L1 trigger unpacks the ECAL information in 5× 5 crystal matrices (trigger
towers);

• seeds are identified by trigger towers which pass a given transverse energy
threshold;

• isolation requirements may be applied by looking at the energy of the neigh-
boring ECAL trigger towers, and the HCAL cell directly behind the seed
tower.

Level-1 seeds are passed to the High-Level trigger which further refines the
electron identification process in three steps. The first step is to cluster the ECAL
energy into a supercluster (as described above) and a transverse energy threshold is
applied to the supercluster energy. The second step is to access the pixel information
and seek hits compatible with the hypothesis that the supercluster belongs to an
electron. If no hits are found the candidate is rejected. In the third and final step the
full tracker information is exploited: tracks are used for isolation and the electron
candidate track is matched in momentum and position to the ECAL supercluster.
Details on the adopted trigger paths are given in Section 4.2.2.

2.4 Muon Reconstruction and Trigger
Muon tracks are reconstructed twice in the CMS detector: in the inner silicon
tracker, and in the external muon chambers. Muon reconstruction starts in the
muon spectrometer: the track segments which are formed in the drift tube and
cathode strip chambers are linked together with a Kalman Filter algorithm, and a
standalone muon track is formed. Given the large amount of material they have
traversed in order to reach the spectrometer, the latter’s resolution is degraded
because of multiple scattering interactions which have modified the muon momentum.
Therefore, for low and moderate transverse momenta the silicon tracker information,
which measures the muons at their production in the presence of a strong magnetic
field, is crucial in order to achieve high-resolution measurements.

Once the muon track is reconstructed in the spectometer, it is linked to its
tracker track. This is done in two steps: first a subset of tracks is identified which
roughly match the momentum and direction of the standalone track; then a more
accurate tracker-spectrometer matching is performed, by considering a number of
kinematic and angular variables. Figure 2.10 shows the expected muon resolution
as a function of momentum when using the muon spectrometer only, the tracker
only, or the full system. As can be seen for momenta of up to hundreds of GeV the
tracker resolution is dominant.

The muon trigger has been designed to be redundant and efficient: all muon
subdetectors are employed in the trigger logic. The DT and CSC Level-1 electronics
process the information in each station, and identify stations in which hits are sought.
A track finding algorithm then scans all hits and builds them into tracks, assigning
them a transverse momentum. The four highest-pT and best quality candidates
from each subsystem are sent to the Global Muon Trigger (GMT).

Similarly for the RPC detectors, hits are scanned by a trigger logic and if they
are aligned along a track a muon candidate is formed and assigned a transverse
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tor was manufactured in twenty continuous lengths, each with a length of 2.65 km. Four
lengths were wound to make each of the 5 coil modules. These modules were assembled
and connected together in SX5 at Point 5.

1.5.2 Muon system

Centrally produced muons are measured 3 times: in the inner tracker, after the coil, and in
the return flux. Measurement of the momentum of muons using only the muon system is
essentially determined by the muon bending angle at the exit of the 4 T coil, taking the in-
teraction point (which will be known to ⇡ 20 µm) as the origin of the muon. The resolution
of this measurement (labelled “muon system only” in Figure 1.5) is dominated by multiple
scattering in the material before the first muon station up to pT values of 200 GeV/c, when
the chamber spatial resolution starts to dominate. For low-momentum muons, the best mo-
mentum resolution (by an order of magnitude) is given by the resolution obtained in the
silicon tracker (“inner tracker only” in Figure 1.5). However, the muon trajectory beyond the
return yoke extrapolates back to the beam-line due to the compensation of the bend before
and after the coil when multiple scattering and energy loss can be neglected. This fact can be
used to improve the muon momentum resolution at high momentum when combining the
inner tracker and muon detector measurements (“full system” in Figure 1.5).
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Figure 1.5: The muon momentum resolution versus p using the muon system only, the inner
tracker only, or both (“full system”). a) barrel, |⌘| < 0.2; b) endcap, 1.8 < |⌘| < 2.0.

Three types of gaseous detectors are used to identify and measure muons [4]. The choice
of the detector technologies has been driven by the very large surface to be covered and
by the different radiation environments. In the barrel region (|⌘| < 1.2), where the neutron
induced background is small, the muon rate is low and the residual magnetic field in the
chambers is low, drift tube (DT) chambers are used. In the 2 endcaps, where the muon
rate as well as the neutron induced background rate is high, and the magnetic field is also

Figure 2.10. Muon momentum resolution when using the muon spectrometers only (blue),
the tracker only (green), and the full system (red): barrel (|η| < 0.2) results are shown
on the left, endcaps (1.8 < |η| < 2.0) on the right.

momentum. The candidates are ranked based on pT and quality criteria, and the
the best four in the barrel and the best four in the endcaps are kept and sent to the
GMT.

The Global Muon Trigger then attempts to correlate DT and CSC candidates
with the ones found in the RPC detectors. The calorimeter information is also
accessed to determine the level of isolation of the muon candidate. The four best
candidates are kept and passed on to the High-Level Trigger.

The muon High-Level Trigger can then impose additional selections on the
candidates, such as transverse momenta and isolation requirements. This is done in
two steps: the first step (Level-2) accesses the fine-grain DT and CSC information,
and reconstructs the full track as seen in the muon spectrometer. The second
step (Level-3) accesses the tracker information and reconstructs the complete global
muon candidate.



Chapter 3

Jet Reconstruction and
Calibration

Coloured particles may exist in nature only in colour-neutral configurations, such
as mesons and baryons. At a proton collider reactions are primarily caused by the
interactions of the protons’ constituents, or partons, which carry a colour charge and
therefore will most likely produce high-energy coloured final state particles. The
latter then cancel their colour charge through a series of excitations of the vacuum,
a process commonly known as hadronization, which gives rise to the formation of
collimated bunches of stable particles: jets.

Jets represent a long withstanding challenge for both theoretical and experimental
physics. Being a composite object, they are not univocally defined, and therefore
necessitate of a deterministic algorithmic clustering sequence, the jet algorithm, to
be discriminated. Jet particle constituents, furthermore, can be of very different
nature, and therefore have different interactions with the detector. This implies that
the detector overall response to a jet of a given energy may vary significantly on a
jet-by-jet basis, due to different jet particle compositions. The instrinsic difficulty in
experimentally determining a jet’s particle composition translates in an uncertainty
on the measurement of the jet’s energy scale, and therefore in the necessity of
additional calibration procedures, specific for jets.

In the first part of this Chapter we will describe the jet energy scale problematic,
and explain the related challenges from an experimental point of view. We will
show how sophisticated jet reconstruction techniques, such as the CMS full event
reconstruction known as the Particle Flow, may significantly improve jet reconstruc-
tion performance. Section 3.3 is dedicated to illustrating the jet calibration scheme
employed in CMS, and showing the results on the measurement of the jet energy
scale and resolution in proton-proton collisions. Finally, Section 3.5 demonstrates
how detailed information on jet particle composition can give insight on the nature
of the parton originating the jet.

3.1 Hadronization and Jets
A coloured energetic particle, such as a quark or a gluon expelled in a high-energy
proton-proton collision, due to the intensity of the strong field potential is energeti-
cally incentivated into losing its colour charge in the formation of stable, colourless

33
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configurations. This is done by multiple radiations of gluons which excite the vacuum
producing quark-antiquark pairs, and the quarks eventually combine themselves
in the formation of mesons and baryons. This process is known as hadronization.
Quadrimomentum conservation laws applied to the inital parton imply that the
hadronization products will have a quasi collinear configuration, in the parton’s
direction: these sprays of particles are visible in modern detectors, and are commonly
referred to as jets.

Hadronization energetically favours the production of light particles, such as
pions and kaons. Empirically it is found that to reasonable approximation a jet’s
energy is on average composed in the following way:

• about 65% of a jet’s energy is carried by charged particles, predominantly
charged pions and kaons;

• 20% is converted into high-energy photons, mainly from the electromagnetic
decay of neutral mesons such as π0’s and η’s;

• the remaining 15% is stored in long-lived neutral hadrons, mainly neutral
kaons, neutrons and Λ baryons.

In addition, jets can register the presence of energetic neutrinos or charged leptons,
in the case of semileptonic quark decays during hadronization, common in the case
of jets originated from c or b quarks.

Therefore, on average, only 20% of a jet’s energy is purely electromagnetic in
nature and will be efficiently measured in the ECAL. The remaining energy is carried
by particles which will undergo a hadronic shower before they can be absorbed in
the calorimeters.

The formation of a hadronic shower cascade is a complex process, a complete
description of which is out of the scope of this thesis. A simple model [85] can
nevertheless help in understanding the main ingredients which are relevant to jet
energy scale calibration. In this model a particle h0 which initiates a hadronic shower
will evenly split its energy E in the creation of three pions:

h0(E)→ π+(E/3) + π−(E/3) + π0(E/3)

The newly formed neutral pion will decay to a photon pair (π0 → γγ), whereas the
charged ones will undergo a similar process, forming three new pions each, if their
energy is larger than the pion production threshold. The process then iterates, until
all remaining charged pions have insufficient energy to produce new particles.

As crude as this model may be, it captures the key points in hadronic shower
detection:

• the shower energy is split into numerous particles, the number of which increases
with the initial particle’s energy;

• these particles can be divided into two broad classes: soft hadrons and high-
energy photons;

• the fraction of the shower energy carried by photons (the shower electromagnetic
fraction fem) also increases with the initial particle’s energy.
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The third statement, which is the most relevant for what follows, is based on the
fact that at every iteration, while energy can be moved from the hadronic to the
electromagnetic sector, the inverse is highly improbable. Therefore, the larger the
number of iterations, that is the larger the initial particle’s energy, more energy will
be stored in the form of photons.

It is immediate to show that in the simple model described above the dependance
of fem from the initial energy E is in the form of a power law:

fem = 1−
(
E

E0

)k
where E0 is a scale factor and the exponent k turns out to be related to the average
multiplicity and type of particles produced at each step [51]. Therefore, as the
energy of the original particle increases, the electromagnetic fraction of its shower’s
energy increases too, asymptotically reaching unity in the limit of infinite energy.

When releasing their energy in a calibrated calorimeter, photons and hadrons
will have different single-particle responses, which we may call respectively Rγ and
Rh. A calorimeter is said to be compensating [85] if Rh = Rγ , and non-compensating
if Rh < Rγ . The CMS calorimeters are strongly non-compensating: the CMS HCAL
has been measured [6] to have Rh/Rγ ≈ 0.7, and for the crystal ECAL lower values,
of the order of 0.45-0.5, are assumed.

3.2 Jet Reconstruction
3.2.1 Response and Resolution
The aim of jet reconstruction is to measure the momentum of the coloured parton
which initiated the hadronization process. In order to do so, final state particles,
visible in the detector, have to be grouped together, through the choice of an appro-
priate jet algorithm, as will be shown in the following section. The same algorithm
will then be applied to reconstructed objects and to generator-level particles, giving
rise respectively to reconstructed and generator jets. Each reconstructed jet is then
matched to its corresponding generator jet topologically, by choosing the closest
generator jet on the η − φ plane.

Two variables are commonly employed to measure jet reconstruction performance:
the jet response and resolution. The response variable is defined on a jet-by-jet basis
as the ratio between the transverse momentum of the reconstructed jet and that of
its matched generator jet:

R = preco
T
pgen
T

(3.1)

This is defined only at Monte-Carlo level, as it accesses the generator information.
The average value of this variable, 〈R〉, is an estimator of the response of a given jet
reconstruction strategy. The jet resolution, instead, is usually defined as the width
of the R variable distribution, divided by the response.

Throughout this Chapter, response and resolution are defined by truncating
the R variable distributions, in order to minimize the effects of rare outliers. The
truncation is a two-step procedure: first the mode of the distribution is found
through an iterative gaussian fit, extended only to ±1.5 standard deviations about
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the gaussian mean; once the bin in which the mode is included is found, bins are
iteratively added, symmetrically about the mode bin, until 99% of the histogram’s
integral is reached. The response estimator is then defined as the average of this
truncated distribution, and the resolution as its RMS, divided by the mean.

Traditional jet reconstruction strategies rely on calorimetric information only.
This is justified by the fact that, for hard jets, most of the hadronization particles will
have large enough momenta such that most of them will hit the detector calorimeters
in proximity of each other, even in the presence of a magnetic field. The latter will
deflect far away from the jet core only the soft charged particles, with a relatively
small effect on the overall jet reconstruction performance.

So, for calorimeter-based jet reconstruction, we can conclude the following. We
have seen in the previous section that a jet’s fem follows a power law as a function
of the jet energy. This implies that the response of calorimeter jets will also follow
a power law, with asymptotically unitary response reached at high jet energies.
Furthermore, as for every calorimeter measurement, calorimeter jet resolution will
improve with increasing jet energy, with infinitely accurate resolution asympotically
reached at high energies.

3.2.2 Jet Algorithms
Jets are composite objects, therefore necessitate of a clustering algorithm in order
to be univocally defined. In order to allow a meaningful comparison between the
measurement of a physical observable and its correponding theoretical prediction,
the same algorithm must be used in the two cases. The inputs, of course, will differ:
reconstructed elements in the first case, final state theoretical particles in the latter.
For simplicity, these inputs will generically be called ‘particles’ throughout this
section.

Jet algorithms should be efficient in clustering particles produced by the hadroniza-
tion of a parton, so that the latter’s momentum can be a posteriori inferred by
adding up the momenta of the clustered particles. Furthermore, it must satisfy
two requirements in order to provide finite theoretical predictions at all orders of
perturbation theory:

• collinear safety: if a particle of momentum p is substituted by two collinear
particles of momentum p/2, the result of the clustering sequence must not be
affected;

• infrared safety: if an infinitely soft gluon is added to the list of particles which
have to be clustered, the result of the clustering sequence must not change.

The anti-kT algorithm [26] is the main jet algorithm employed at CMS. It is
both infrared- and collinear-safe, and proceeds as follows:

• define the distance dij between two input particles i and j as

dij = min
(

1
p2
Ti
,

1
p2
Tj

)
∆R2

ij

R2

where pTi,j are respectively the two particles’ transverse momenta, ∆Rij =√
∆η2 + ∆φ2 is the euclidean distance between them on the η−φ plane, and R
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is the algorithm’s radius parameter. Define furthermore the distance between
any particle i and the beam as:

diB = 1
p2
Ti

• find the minimum of all dij and diB;

• if the minimum is a diB, remove particle i from the list and call it a ‘jet’; if
it’s a dij , recombine particles i and j into a new particle by summing their
quadrimomenta;

• iterate until only jets are left.

It can easily be seen that the algorithm definition does not allow jets to contain
particles at distances greater than R from their central axis, therefore giving rise to
cone-shaped jets. This feature is valuable from an experimentalist’s point of view,
because it facilitates the mapping between a jet direction and the region of the
detector which is actively interested in that jet’s reconstruction.

All measurements with jets presented in this thesis define jets through the anti-kT
algorithm, with radius parameter R set to 0.5. The algorithm is interfaced to the
CMS software framework through the FastJet [24] package. At generator level, the
list of final state particles produced in the hadronization process constitute the list
of objects that will be clustered; at reconstruction level a list of particle candidates is
passed to the algorithm, produced by the full event reconstruction technique known
as the CMS Particle Flow, which we will now illustrate.

3.2.3 Particle Flow Reconstruction
The Particle Flow [40] is a full event reconstruction technique which aims to re-
construct all stable particles produced in a given proton-proton collision. To do
so it exploits all CMS subdetectors to their full granularity and correlates informa-
tion between them in order to optimize particle reconstruction and identification
performance.

The design of the CMS detector proves to be well-suited for this type of event
reconstruction: its large silicon tracker and the 3.8 T magnetic field in which it
is immersed allow precise and efficient charged particle detection for transverse
momenta as low as 150 MeV, and its crystal electromagnetic calorimeter allows
excellent resolution in the measurement of photon and electron energies. As we have
seen charged particles and photons make up on average about 85% of a jet’s energy,
so only 15% of it will be reconstructed in the hadronic calorimeter alone.

The Particle Flow algorithm first collects reconstructed hits in each subdetector
independently and creates a list of basic reconstructed elements (blocks), namely
charged tracks in the tracker, clusters of energy deposits in the calorimeters. Once
blocks are formed, a link algorithm connects blocks which are topologically compati-
ble, giving way to particle flow particle candidates (PFCandidates). PFCandidates
may be of seven different types, depending on the type of blocks involved in their
reconstruction:

• electrons arise from the link between a charged track and one or more ECAL
clusters, provided an electron identification set of criteria is satisfied;
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Figure 3.1. Reconstructed jet energy fractions as a function of jet pseudorapidity. In the
central region, bottom to top: charged hadrons (red), photons (blue), electrons (cyan),
neutral hadrons (green). In the forward region: HF hadrons (pink), HF electromagnetic
particles (grey).

• charged tracks linked to any number of calorimeter (ECAL or HCAL) clusters,
and which are not identified as electrons, are reconstructed as charged hadron
candidates;

• ECAL energy deposits not compatible with charged tracks give way to photon
candidates;

• unaccounted HCAL deposits are interpreted as neutral hadron candidates;

• energy deposits in the HF calorimeters are reconstructed as HF hadronic or
electromagnetic particle candidates, depending on the depth at which the
energy is released in the HF quartz fibres.

The formation of the PFCandidate list represents the Particle Flow interpreta-
tion of a given proton-proton collision in CMS, as it attempts to mirror the true
particle composition of the event to the best of our knowledge. Particle flow jet
reconstruction (PFJets) is then just a matter of choosing the jet algorithm with
which the PFCandidates are to be clustered.

As PFJets are composed of PFCandidates, understanding their PFCandidate
composition may give additional insight on their performance. Figure 3.1 shows the
reconstructed jet energy fractions, as a function of the jet pseudorapidity, on the left
for 6.2 nb−1 of 7 TeV data, on the right for the MC simulation. As can be seen, in
the central region about 65% of the jet energy is carried by charged hadrons (red),
20% by photons (blue), about 2% by electrons (cyan) and the remainder by neutral
hadrons (green). Charged hadrons (and electrons) are reconstructed only in the
tracker-covered region (up to |η| = 2.5), photons and neutral hadrons up to |η| = 3,
which is the pseudorapidity coverage of the central CMS calorimeters. In the forward
region, most of the energy is stored in the form of HF hadrons (pink), whereas HF
electromagnetic particles (grey) contribute to less than 10%.
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Figure 3.2. Calorimeter (blue) and PFJet (red) response as a function of jet transverse
momentum (left) and pseudorapidity (right). Results are based on Monte Carlo studies.

 [GeV/c]
T

p
210

Je
t-E

ne
rg

y 
R

es
ol

ut
io

n

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

Corrected Calo-Jets

Particle-Flow Jets

| < 1.5η0 < |

CMS Preliminary
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Particle Flow significantly improves jet reconstruction performance at CMS,
compared to traditional, calorimeter-based approaches. This is shown in Figure 3.2,
where the MC response1 of calorimeter and PFJets are compared on the left as a
function of transverse momentum, and on the right as a function of jet pseudorapidity.
As can be seen, Particle Flow jets ensure a much higher response throughout the
detector. Figure 3.3, instead, compares the two jet reconstruction schemes’ jet
resolutions as a function of jet transverse momentum, for jets reconstructed in the
CMS barrel. Here calorimeter jets have been corrected with the full sequence of jet
energy corrections, as described in Section 3.3. Even if the two approaches tend
to reach similar performance in terms of resolution, the improvement offered by
Particle Flow is significant, especially at moderate and low transverse momenta.

The non-uniformity of both trends shown in Figure 3.2 makes the introduction
of jet energy corrections necessary, as will be described in the following Section.

1Actually, based on our definition of response, the Figure shows the trend of (1-response).



40 3. Jet Reconstruction and Calibration

 [GeV]
T

jet p
100 200 300

 [G
eV

/A
]

ρ

0

1

2

3

4

5

1.081

1.618

2.157

2.673

 0.00058 GeV±UE: 1.08 
 0.00052 GeV/PU±PU: 0.534 

=1PVN
=2PVN
=3PVN
=4PVN

=7 TeVs-1, L=36 pbCMS

QCD (PFJets)
PF Jets

Correction
Uncertainty

 = 7 TeVs-1CMS, 36 pb

η
-4 -2 0 2 4

R
es

id
ua

l C
or

re
ct

io
n

0.9

0.95

1

1.05

1.1

η
-4 -2 0 2 4

R
es

id
ua

l C
or

re
ct

io
n

0.9

0.95

1

1.05

1.1
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3.3 Jet Calibration: the Factorized Approach
The jet energy correction scheme employed at CMS [43] is based on a factorized
approach. It defines the different corrections in such a way that they address different
physical aspects. They are therefore considered to be independent, so that they can
be applied as a series of multiplicative factors.

The levels of corrections defined in CMS are:

• Level 1 or offset correction, which corrects jets for the effect of overlapping
diproton collisions (pile-up);

• Level 2 or relative correction, which minimizes the effect of non-uniformities
between different CMS subdetectors;

• Level 3 or absolute correction, which addresses the fundamental non-comp-
ensating nature of the CMS calorimetric system.

These three levels of corrections are considered mandatory for jets to be used as
physics objects at analysis level. Additional, facultative levels of corrections (such
as parton-flavour related corrections) have also been developed, but their usage is
considered analysis-dependent.

The strategy adopted by CMS is to derive the values of these corrections on the
full-detector software simulation and apply them on the data. The data is then used
to test their effectiveness, and if a significant non-closure is found, an additional
(residual) correction is introduced. This approach allows to minimize the effect of
statistical fluctuations deriving from insufficient events in the data samples.

The aim of the offset correction is to subtract the additional energy which is
irradiated inside a jet cone by secondary proton-proton collisions, on an event-
by-event basis. In order to do so, a novel technique [25], based on the FastJet
algorithm, is employed. This algorithm re-clusters the PFCandidates with the kT
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Figure 3.5. Dominant photon+jet production diagrams at a proton-proton collider.

jet algorithm [48], after having introduced a uniform flow of infinitely soft ‘ghost’
particles in the event. The resulting list of pseudo-jets which are created are ordered
in increasing energy, and the median of the distribution is taken as an estimate
of the average energy flow per unit area of the event. This energy density is then
multiplied by the jet ‘active area’ (equal to πR2 in the case of anti-kT jets) and the
result is subtracted from the energy of the jet. It must be noted that this approach
corrects the jet both from the effect of pile-up and from the contribution of the
underlying event activity. The average value of this energy density, as a function
of the transverse momentum of the leading jet in QCD multĳet events is shown in
Figure 3.4 (left).

The relative correction uniforms the detector response to jets across its pseu-
dorapidity range. The response at the center of the barrel is taken as reference.
The correction is obtained on dĳet events, in which one jet is required to be in
the barrel (|η| < 1.3) and the response of the second (probe) jet, relative to the
barrel jet, is studied as a function of the probe’s pseudorapidity. The results of this
measurement are shown in Figure 3.4, where the value of the residual correction, as
measured on 36 pb−1 of data collected by CMS, is shown as a function of the probe
jet pseudorapidity, for Particle Flow jets.

Once the response to jets is uniform across the detector, the absolute jet en-
ergy correction factor, the jet energy scale, must be measured. This is done with
photon+jet events, and will be described in the following Section.

3.4 Jet Energy Scale Measurement
The absolute jet energy correction has the aim of addressing the non-compensating
nature of the CMS calorimetric system, and will therefore uniform the detector
response as a function of the jet transverse momentum. The extraction of this factor
represents the actual measurement of a detector’s jet energy scale.

The measurement of the jet energy scale at CMS is done with photon+jet events,
with a technique first introduced at Tevatron experiments [5]. Their dominant
production diagrams at a proton-proton collider are shown in Figure 3.5. At leading
order, in these events the photon and the leading jet are balanced in the transverse
plane, hence the precision with which the photon is measured in the crystal ECAL
can be exploited to infer the true jet transverse momentum.

The analyzed datasets are listed in Section 3.4.1; Section 3.4.2 describes the
adopted photon identification criteria, which constitute the main means of event
selection and background discrimination. The subsequent Sections will then show
the results.
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Table 3.1. Analyzed data for the photon+jet analysis. The data are divided in two run
ranges, and each is associated to its corresponding integrated luminosity.

Dataset Run Range Luminosity [fb−1]
May 10 ReReco 160329-163869 0.2
Prompt Reconstruction (v4) 165071-168437 0.8

Table 3.2. Summary of HLT requirements in the photon+jet analysis selection. The
number in the HLT path name indicates the transverse momentum requirement applied
to the photon candidate at trigger level. These requirements are applied to the data
only.

Photon Candidate pT Range [GeV] Required HLT Path
15÷ 22 HLT_Photon15_L1R
22÷ 32 HLT_Photon20_L1R
32÷ 53 HLT_Photon30_L1R
53÷ 80 HLT_Photon50_L1R
80÷ 150 HLT_Photon75_L1R
> 150 no requirement

3.4.1 Data Samples and Trigger

This measurement makes use of the first 1 fb−1 of data recorded by the CMS detector
during the 2011 data taking. Signal events are stored in the Photon Primary Dataset
after firing the single photon high level triggers. These triggers require the presence
of an energy deposit in the ECAL, to which a transverse momentum requirement
is applied. The names of the analyzed datasets, together with their corresponding
integrated luminosities, are reported in Table 3.1.

As the accelerator’s instantaneous luminosity grew, though, the level of prescales
introduced in the lower transverse momentum paths increased. The presence of
different prescale levels in neighboring transverse momentum ranges can create biases
in the response estimation, as migrations from higher-pT/less prescaled trigger paths
can pollute lower-pT events. In order to avoid these biases, an explicit requirement of
the prescaled triggers has been introduced in the data only, as explained in Table 3.2.

The data is compared to Monte Carlo events generated with PYTHIA 6 [80] and
passed through a full simulation of the CMS detector, implemented in the GEANT 4
software framework. The analyzed samples are summarized in Table 3.3. The Monte
Carlo events have been reweighed in order to match the amount of pileup observed
in the data (more details given in Section 4.1.2).

3.4.2 Photon Identification

The main background to photon+jet events is represented by QCD dĳet events, in
which a jet is misidentified as a photon. This could result for instance from the
electromagnetic decay of an energetic π0 or η produced during hadronization. The
cross section of QCD dĳet events can be 105 times larger than the cross section
of photon+jet events, therefore to keep this background to reasonably low levels a
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Table 3.3. Photon+Jet Monte Carlo samples. For each sample, its p̂T interval, cross
section (σ), number of analyzed events, and equivalent luminosity are given.

Physical Process σ [pb] Events Luminosity [fb−1]
γ + jet, 15 < p̂T < 30 GeV 1.717 · 105 2M 0.012
γ + jet, 30 < p̂T < 50 GeV 1.669 · 104 2M 0.12
γ + jet, 50 < p̂T < 80 GeV 2.722 · 103 2M 0.73
γ + jet, 80 < p̂T < 120 GeV 4.472 · 102 2M 4.5
γ + jet, 120 < p̂T < 170 GeV 8.417 · 10 2M 24
γ + jet, 170 < p̂T < 300 GeV 2.264 · 10 2M 88
γ + jet, 300 < p̂T < 470 GeV 1.493 2M 1.3 · 103

γ + jet, 470 < p̂T < 800 GeV 1.323 · 10−1 2M 1.5 · 104

γ + jet, 800 < p̂T < 1400 GeV 3.481 · 10−3 2M 5.7 · 105

γ + jet, 1400 < p̂T < 1800 GeV 1.270 · 10−5 2M 1.5 · 108

strict set of photon identification criteria is necessary.
Two are the main handles in discriminating photons produced in jets: require-

ments made on the candidate’s isolation and on the shape of the ECAL energy
cluster. Neutral pions which originate from hadronization are produced in association
with a number of additional particles, whereas prompt photons, at tree level, are
relatively well isolated. We therefore expect to register significantly more activity in
the detector around the photon candidate in background events. Neutral pions (as
well as η’s), furthermore, decay to a pair of photons. Hence, unless the relativistic
boost is so high that the decay products are quasi-collinear, two adjacent showers
are formed in ECAL, so that the resulting energy cluster will show an elongation
along the decay axis.

We therefore define the following set of photon identification requirements:
• track isolation: the scalar sum of the transverse momenta of all tracks

reconstructed at ∆R < 0.35 from the photon candidate is required to be less
than 10% of the photon transverse momentum; the total nuber of reconstructed
tracks in the cone is further required to be less than three;

• ECAL isolation: the total reconstructed ECAL energy in a hollow cone
0.05 < ∆R < 0.4 around the photon direction, excluding a 5-crystal wide
η-strip, is required to be less than 5% of the photon energy, or less than 3 GeV;

• HCAL isolation: the total energy recorded by the hadronic calorimeter in a
∆R < 0.4 cone around the photon is required to be less than 5% of the photon
energy, or less than 2.4 GeV;

• cluster major axis: the second moment of the energy distribution of the
photon seed basic cluster in the direction of the cluster major axis is required
to be less than 0.35;

• cluster minor axis: the second moment of the energy distribution of the
photon seed basic cluster in the direction of the cluster minor axis is required
to be less than 0.3.
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Figure 3.6. Schematic view, in the transverse plane, of a photon+jet event. Refer to the
text for details.

The event selection further requires the photon to be in the ECAL barrel fiducial
region (|η| < 1.3), and to have transverse momentum greater than 15 GeV.

The expected sample purity after these requirements is expected to be of the order
of 90% for photon transverse momenta greater than 100 GeV, and somewhat worse
for lower transverse momenta. The bias introduced by the background contamination
is expected to play a minor role: QCD events which pass the selection will present a
parton which has hadronized mainly into one (or more) electromagnetic-decaying
particles, so these events are very similar to true photon+jet events for practical
purposes.

3.4.3 Photon-Jet Balancing
A schematic view, in the transverse plane, of a photon+jet event is shown in
Figure 3.6. In the absence of additional event radiation, transverse plane balancing
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is true only at parton level, between the parton of the leading jet and the recoiling
photon. The QCD parton will then undergo hadronization, and its products will
be clustered with the chosen jet algorithm. The maximum size of the jet is fixed
by the algorithm, so a number of particles will be inevitably left unclustered. This
phenomenon is particularly acute at low transverse momenta, where the parton is
less boosted and therefore the resulting hadrons less collimated, and for jets initiated
by gluon partons, which have higher average particle multiplicities than quark jets.

This brings to the conclusion that at reconstruction level, due to hadronization,
the photon and the jet are not exactly balanced, also in the case of no secondary event
activity. Nevertheless, if we define the reconstructed balancing response estimate as
the ratio between the jet and the photon transverse momenta:

Rbalancing = precoJet
T
pγT

it is always possibile to factorize it in the following manner:

Rbalancing = precoJet
T
pγT

= precoJet
T
pgenJet
T

· p
genJet
T
pγT

(3.2)

where we have introduced the transverse momentum of the generator jet matched to
the reconstructed jet.

The new expression presents two factors. By comparing to Equation 3.1 one
can easily recognize the true response variable in the first ratio. We will define
this ratio as the intrinsic response, and it depends on the chosen jet reconstruction
scheme and on the jet transverse momentum. It is the object of the jet energy scale
measurement.

The second ratio, on the other hand:

pgenJet
T
pγT

is a measure of the imbalance at generator level between the photon and the leading
jet. It depends on the amount of additional event activity, and on the efficiency of
the chosen jet algorithm. We will call it generically imbalance.

Imbalance is the main source of bias in estimating the jet energy scale with
photon+jet balancing. In order to reduce its effects a requirement on the transverse
momentum of the subleading jet is introduced:

p2ndJet
T < max (0.1 · pγT, 5 GeV) (3.3)

As will be seen, the requirement on the second jet pT does not eliminate all of
the bias. In order to do so, more sophisticated approaches are needed. Two methods
have been devised at CMS to minimize the bias originating from imbalance: the
Missing-ET Projection Fraction, and the balancing extrapolation.

3.4.4 Missing-ET Projection Fraction Method
The Missing-ET Projection Fraction (MPF) method was first employed at the D0
detector, and, as it makes use of the event reconstruction as a whole, turns out to
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Figure 3.7. Balancing (left) and MPF (right) response distributions in 1.0 fb−1 of 2011
data, in three representative transverse momentum ranges, for anti-kT 0.5 PFJets
reconstructed in the CMS barrel. The MC distributions are normalized to the integral
of the data histograms.
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Figure 3.8. Measurement of the response of anti-kT 0.5 PFJets in the CMS barrel (|η| < 1.3).
Left: response as a function of photon transverse momentum for the balancing (grey
squares) and MPF (blue circles) methods, in 1.0 fb−1 of data (solid) and in the MC
simulation (hollow). A comparison to the true response (black line) is also shown. Right:
data/MC ratios.

be particularly well-suited for Particle Flow reconstruction. It stems from the basic
assumption that at generator level the vectorial sum of the transverse momenta of
the photon and the full hadronic recoil will cancel each other on a per-event basis:

~p γ,MC
T + ~p recoil

T = ~0

When folding in the detector finite responses and resolutions, we obtain:

Rγ~p
γ,MC
T +Rrecoil ~p

recoil
T = − ~Emiss

T

where Rγ and Rrecoil denote respectively the detector response to the photon and
the recoil, and ~Emiss

T is the event missing transverse energy. Solving for Rrecoil/Rγ
and defining ~p γ,recoT ≡ Rγ~p γ,MC

T yields:

Rrecoil/Rγ = 1 +
~Emiss

T · ~p γ,recoT
|~p γ,recoT |2

≡ RMPF

which defines the MPF response variable.
As it considers the hadronic recoil as a whole, the MPF response variable proves

to be robust, showing very low sensitivity to additional event activity and pile-up.
It further is an unbiased estimator of the jet response, as long as most of the recoil
energy is carried by the leading jet in the event. This condition is fulfilled with a
simple cut on the subleading jet transverse momentum, such as the one presented in
Equation 3.3.

Figures 3.7 show data-MC comparisons for balancing (left column) and MPF (right
column) response distributions, for anti-kT 0.5 PFJets reconstructed in the CMS
barrel (|η| < 1.3), in three representative photon transverse momentum ranges. It
can be noted that the MPF estimator has both a higher average and a narrower
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Figure 3.9. Systematic uncertainties affecting the MPF method for anti-kT 0.5 PFJets as
a function of jet transverse momentum. Single contributions are marked separately, and
the total, taken as the quadrature sum of all components, is shown as a grey shade.

width than the balancing variable. In each photon transverse momentum bin the
response estimate can be derived with the truncated mean procedure described
in Section 3.2.1, and the result, as a function of the photon pT, is shown in Fig-
ure 3.8: the left graph shows the trend of the response estimates, for data and MC,
whereas data-MC ratios are shown in the right graph. As can be seen, the simple
balancing estimate presents a visible bias in the measurement of the jet response for
pT < 80 GeV.

The total systematic uncertainties affecting the MPF measurement are sum-
marized in Figure 3.9. The total uncertainty is shown with a grey shade and is
computed as the quadrature sum of all single components, namely:

• uncertainty of the MPF method per se (yellow band), is estimated by
studying the method’s sensitivity to a number of effects, including background
infiltration, secondary jet activity and hadronization;

• the uncertainty on the photon scale is 0.9% in the center of the barrel,
according to recent calibration measurements [42];

• the uncertainty on the extrapolation is computed by taking the differences
between the Pythia and Herwig++ [21] generators; its effect is largest at
high-pT, where the data points are scarse;

• the offset uncertainty takes into account the effect of pile up, and is estimated
by studying the sensitivity of the measurement to different pile up regimes;

• residuals are considered as an uncertainty in order to take into account
imperfections in the original Monte Carlo truth jet energy calibration;

• the uncertainty related to possible mis-modelings of the jet flavour population
in signal events is evaluated by studying the response differences between quark
and gluon jets.
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As can be seen in the Figure, the total uncertainty which derives from all of these
contributions adds up to less than 5% for jets with transverse momenta greater than
20 GeV, and less than 2% for jets with pT > 50 GeV. It must be specified that these
uncertainty estimates were derived only on the first 36 pb−1 of data recorded by the
CMS detector, therefore some of them are likely to drop when computed on larger
datasets, once the level of comprehension of the detector has increased.

3.4.5 Balancing Extrapolation Method
The second method which minimizes the imbalance bias is the balancing extrapolation.
This method is still based on a simple balancing between the leading jet and the
photon, but instead of reducing the effect of additional event activity by imposing a
requirement on the subleading jet, it studies the trend of the response as a function
of the subleading jet’s transverse momentum. The trend is then extrapolated to
the ideal case of no secondary jet activity, with photon and leading jet perfectly
balanced in the transverse plane.

The balancing extrapolation method is particularly suited for measuring the
corrected jet response, i.e. the effectiveness of the MC-derived corrections on the
data. This due to the fact that studying the trend of the response for very low values
of the subleading jet pT, the latter must be corrected in order for the measuremente
to have physical sense. Furthermore, the MPF method may not be employed because
it is highly non trivial to define a correction for the full hadronic recoil, especially
for the fraction of it which is not clustered in jets. Therefore all results presented in
this section will consider the corrected jet response, after the full chain of corrections
(L1+L2+L3) derived from the simulation.

In a given photon transverse momentum range, recalling expression 3.2, which
we may rewrite as Rbalancing = Rintr ·Rimb, we expect:

• the intrinsic response Rintr to be independent of the subleading jet (as long as
it is ‘reasonably’ small), as it concerns only the leading jet;

• the imbalance Rimb to have a strong dependance on the subleading jet.

Our assumption is that these two effects are not correlated, so that they factorize,
and therefore the response and resolution will have simple expressions:

〈Rbalancing〉 = 〈Rintr〉 · 〈Rimb〉

σbalancing = σintr ⊕ σimb
(3.4)

where we have used the symbols 〈R〉 and σ to indicate respectively response and
resolution.

For what concerns the response, empirically we find that the functional depen-
dance of Rimb on the subleading jet pT is of quadratic form. Therefore, in a given
photon pT bin we will have:

〈Rintr〉(p2ndJet
T ) = c 〈Rimb〉(p2ndJet

T ) = 1− q −m(p2ndJet
T )2 c, q,m = const

⇒ 〈Rbalancing〉(p2ndJet
T ) = c ·

[
1− q −m(p2ndJet

T )2
]

(3.5)

therefore c is the object of this measurement, m describes the dependance of the
imbalance on the subleading jet, and q quantifies the amount of irreducible imbalance
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Figure 3.10. Imbalance between the generator jet and the reconstructed photon, as a
function of the latter’s transverse momentum, in simulated photon+jet events.

between the photon and the leading jet. The values assumed by q in the simulation
are shown in Figure 3.10: as can be seen it is found to be negative and as large as
-5% at low transverse momenta (dominated by jet algorithm inefficiencies), positive
and of the order of +1% at very high transverse momenta (dominated by photon
energy scale effects).

The method’s operation is shown in Figures 3.11, where the trends of the different
contributions are shown as a function of the relative subleading jet transverse
momentum (p2ndJet

T /pγT), in four representative pγT ranges. In each graph, the
intrinsic response (blue squares) and the imbalance (black triangles) can be seen,
together with their fit functions. The product of these two functions is shown with a
grey line, and, if the made assumptions are correct, should constitute the predicted
trend for the pseudo data points (open red markers). The observed good agreement
between the two is a confirmation of the validity of the method on the simulation.

The measured trends in the data are also shown in each graph with solid red
markers. The effect of the irreducible imbalance cannot be measured on data but
must be accounted for, therefore the function used in the fit to the data has the
functional form defined in Equation 3.5, but with the q parameter fixed to the value
obtained on the simulation.

The measured corrected response as a function of photon transverse momentum
are shown in Figure 3.12. The left plot shows the extrapolated response values, in
the data and in the simulation, for simple balancing (grey) and for the extrapolation
method (red), together with the expected true response (black line). The latter
is visibly larger than unity at low transverse momenta: this is caused by the fact
that the jet energy corrections are derived on QCD events, which are dominated by
gluon jets, which have lower response than quark jets, that dominate the photon+jet
events studied in this analysis. The right plot in Figure 3.12 shows the data-MC
ratios of the two methods. Consistently with what found with the MPF method
on uncorrected response in the previous Section, the data present a response about
1.5% lower than what the simulation predicts.
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Figure 3.11. Balancing response extrapolation in four representative transverse momentum
ranges, for anti-kT 0.5 PFJets reconstructed in the barrel.
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Figure 3.12. Corrected response measurement, as a function of photon transverse momen-
tum, for anti-kT 0.5 PFJets reconstructed in the barrel. Left: results for balancing (grey)
and extrapolation (red) are shown both for data (solid) and the Monte Carlo simula-
tion (hollow). A comparison to the expected true response (black line) is also shown.
Right: data-MC ratios for the two methods.

3.4.6 Jet Transverse Momentum Resolution Measurement
The balancing extrapolation method allows us to measure also the corrected jet
transverse momentum resolution. Recalling Equation 3.4, our assumptions are that,
in a given pγT bin, the intrinsic resolution is independent of p2ndJet

T , whereas the
imbalance effect to be linear. In formulas:

σintr(p2ndJet
T ) = c′ σimb(p2ndJet

T ) = q′ +m′ · p2ndJet
T c′, q′,m′ = const

=⇒ σbalancing(p2ndJet
T ) =

√
c′2 + q′2 + 2q′m′ · p2ndJet

T +m′2 ·
(
p2ndJet
T

)2
The performance of the method is shown in Figures 3.13, for the data and the

simulation, in four representative pγT bins. The colour coding is the same as in the
response case. Again, the good agreement between the ‘predicted’ trend (grey line)
and the reconstructed MC estimates (open red circles) proves the internal consistency
of the method. The data points are fitted with the expected functional form, and,
similarly as in the response case, the contribution of the irreducible imbalance (q′)
is fixed to the value fitted in the MC.

The results of the corrected jet pT resolution as a function of transverse momen-
tum are shown in Figure 3.14. The left plot shows the results of the extrapolation,
in data and MC, and compares them to the true response. The right plot shows the
ratio of the measurements in data and MC: the resolution measured in the data is
found to be about 7% worse than the MC.

3.5 Jet Flavour Tagging: Quark-Gluon Discrimination
Detailed information on jet composition and substructure, as the one provided by
the Particle Flow reconstruction, may be exploited to gain insight on the nature of
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Figure 3.13. Balancing resolution extrapolation in four representative transverse momen-
tum ranges, for anti-kT 0.5 PFJets reconstructed in the barrel.
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Figure 3.14. Jet pT resolution measurement, as a function of photon transverse momentum,
for anti-kT 0.5 PFJets reconstructed in the barrel. Left: results for data and MC; right:
data-MC ratio.

the jet’s underlying parton. In this Section we will present a method which is able
to discriminate between jets initiated by a gluon or light quark hadronization [69].

Gluons have a more intense coupling to the strong field with respect to quarks,
therefore their hadronization favors the production of a larger number of stable par-
ticles. This translates, in the detector, in the observation of wider, high-multiplicity
jets, when compared to those generated by final state (light) quarks. Furthermore,
the phenomenon of ‘gluon-splitting’, if occurring at the beginning of hadronization,
may give rise to jets made of a number of collimated quark sub-jets.

These structural differences between gluon and quark hadronization may be
exploited to derive a likelihood based discriminant. In order to do so, the most
precise and granular information on the jet particle composition must be accessed,
such as the one provided by the CMS Particle Flow event reconstruction.

We have studied the use of three variables2:

• charged hadron multiplicity: the number of charged hadron PFCandidates
clustered in the jet;

• neutral multiplicity: the number of PFCandidates in the jet of which are
photons or neutral hadrons;

• transverse momentum distribution (pTD) among PFCandidates inside
the jet, defined as:

pTD =
√ ∑

p2
T

(∑ pT)2

where the sums are extended to all PFCandidates inside the jet. It stems
from its definition that pTD → 1 for a jet made of one single candidate which

2We have also investigated the use of a fourth variable, i.e. the second moment of the angular
distribution of the jet PFCandidates with respect to the jet axis. We have found that, as it is
strongly correlated to the three variables presented here, it does not improve the discriminating
power of the algorithm. The variable was therefore dropped.



3.5 Jet Flavour Tagging: Quark-Gluon Discrimination 55

carries the totality of its momentum, whereas pTD → 0 for jets composed of
an infinite number of particles.

The expected distributions of these variables, for quark and gluon jets, in two
representative transverse momentum bins, are shown in Figures 3.15. These shapes
have been obtained on simulated QCD dĳet events, by considering only the two
leading jets in each event, and requiring them to be fully reconstructed in the
tracker-covered pseudorapidity region (|η| < 2). The jet flavour is retrieved from the
generator, by matching the jet to its closest parton in the η−φ plane. Reflecting our
basic assumptions on quark-gluon coupling and hadronization properties, gluon jets
present higher particle multiplicities and lower values of pTD, across the transverse
momentum range.

These three variables are combined into a likelihood discriminant, taken as the
product of the three variables’ distributions, in 20 transverse momentum bins from
15 to 1000 GeV. A given PFJets identifies a vector ~x in the three-dimensional space
of the structure variables. Probability functions for gluons (G) and quarks (Q) can
then be defined as the product of each variable’s probability density function (f ij ,
where i = 1, 2, 3 identifies the variable and j = Q,G the jet parton flavour) computed
at the given variable’s value (x[i]):

G(~x) =
∏
i

f iG (x[i]) Q(~x) =
∏
i

f iQ (x[i])

A likelihood estimator can hence be defined as:

L(~x) = Q(~x)
Q(~x) +G(~x)

and interpreted as the probability of a given PFJet to be originated from a quark
parton.

Figure 3.16 shows the distributions of the likelihood estimator variable for quark
and gluon jets in the two representative transverse momentum bins. Figure 3.17
shows instead the quark jet efficiency - gluon jet rejection curves which are obtained
by varying a simple cut on the likelihood variable distribution. This is further
summarized in Figure 3.18, where the maximum achievable gluon jet rejection
is shown as a function of the jet transverse momentum for four different quark
jet efficiency working points (70%, 80%, 90% and 95%). As can be seen, the
discriminating performance of the estimator is worst at low transverse momenta,
gradually improves up to about 100 GeV, where it reaches a plateau which is
maintained up to the TeV scale.

3.5.1 Treatment of Pile Up
Pile-up is expected to have a sensible effect on the distribution of jet composition
variables, and therefore on the overall performance of the discriminant. Multiple
proton-proton collisions within the same bunch crossing will produce a number
of diffuse soft particles, which will permeate isotropically the underlying event
distribution. These additional particles will be clustered in the jets, therefore
modifying their multiplicity variables, but, being generally soft, will not modify
dramatically the jet transverse momentum. This has the net effect of augmenting



56 3. Jet Reconstruction and Calibration

Jet Charged Multiplicity
0 10 20 30 40 50

N
or

m
al

iz
ed

 to
 U

ni
ty

0

0.02

0.04

0.06

0.08

0.1  < 100 GeV/c
T

81 < p

Quark Jets

Gluon Jets

CMS Simulation 2011  = 7 TeVs

Jet Charged Multiplicity
0 10 20 30 40 50

N
or

m
al

iz
ed

 to
 U

ni
ty

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
 < 284 GeV/c

T
230 < p

Quark Jets

Gluon Jets

CMS Simulation 2011  = 7 TeVs

Jet Neutral Multiplicity
0 10 20 30 40 50

N
or

m
al

iz
ed

 to
 U

ni
ty

0

0.02

0.04

0.06

0.08

0.1  < 100 GeV/c
T

81 < p

Quark Jets

Gluon Jets

CMS Simulation 2011  = 7 TeVs

Jet Neutral Multiplicity
0 10 20 30 40 50

N
or

m
al

iz
ed

 to
 U

ni
ty

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
 < 284 GeV/c

T
230 < p

Quark Jets

Gluon Jets

CMS Simulation 2011  = 7 TeVs

 Distribution
T

p
0 0.2 0.4 0.6 0.8 1

N
or

m
al

iz
ed

 to
 U

ni
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16  < 100 GeV/c
T

81 < p

Quark Jets

Gluon Jets

CMS Simulation 2011  = 7 TeVs

 Distribution
T

p
0 0.2 0.4 0.6 0.8 1

N
or

m
al

iz
ed

 to
 U

ni
ty

0

0.02

0.04

0.06

0.08

0.1

0.12
 < 284 GeV/c

T
230 < p

Quark Jets

Gluon Jets

CMS Simulation 2011  = 7 TeVs

Figure 3.15. Probability density distributions, in two representative transverse momentum
ranges, for quark (blue) and gluon (red) jets of the three considered discriminative
variables: charged multiplicity (top), neutral multiplicity (center) and pTD (bottom).
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Figure 3.16. Probability density distributions of the quark-gluon likelihood disciminant in
two representative transverse momentum bins for quark (blue) and gluon (red) jets.
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Figure 3.17. Gluon rejection vs. quark jet efficiency in two representative transverse
momentum bins.
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Figure 3.18. Minimal gluon jet efficiency, as a function of transverse momentum, for fixed
values of quark jet efficiency: 70% (blue circles), 80% (red squares), 90% (green upwards
triangles) and 95% (downwards brown triangles).
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Figure 3.19. Charged multiplicity (left) and neutral multiplicity (right) shape modifications
in presence of pile-up for jets with transverse momenta between 187 and 230 GeV. Shaded
histograms show the shapes in events with one reconstructed primary vertex, markers
show events with ten vertexes.
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Figure 3.20. pTD shape modifications in presence of pile-up, in two transverse momentum
intervals: 29÷ 35 GeV (left) and 100÷ 123 GeV (right). Shaded histograms show the
shapes in events with one reconstructed primary vertex, markers show events with ten
vertexes.

the probability of a jet being gluon-like, as can be seen in Figure 3.19, which shows
how the charged and neutral multiplicity distributions change in the presence of pile
up in a given pT bin.

Whereas the shift in the multiplicity distributions is approximately constant as a
function of the jet pT, the effect on the pTD variable is instead limited to the low-pT
region. This is due to the fact that additional particles have little weight in the
computation of the pTD variable when the typical jet constituents are significantly
harder. Figure 3.20 shows how the pTD variable shape changes in the presence
of pile-up, in two transverse momentum ranges. As the jet transverse momentum
increases, the effect of pile-up is reduced significantly, and is already almost negligible
for pT & 150 GeV.

In order to take into account the effect of pile up, the probability distribution
functions for quark and gluon jets are computed in a double-differential binning: in
addition to the jet transverse momentum binning, which was already showed, an
additional binning in the particle flow energy density variable (ρ) has been introduced.
The energy density variable ρ is the same that is used to derive the L1 Offset jet
energy correction, as described in Section 3.3, and is a measure of the event’s soft
diffuse radiation (both due to pile up and underlying event activity), on an event per
event basis. The ρ variable is correlated with the number of reconstructed vertexes,
as can be seen in Figure 3.21.

We have opted for 17 uniform bins in ρ, from 0 to 17 GeV. This is sufficient to
account for instantaneous luminosities up to 3 · 1033 cm−2 s−1. The closure test has
been performed using quark jets from the H → ZZ → 2`2j channel (see Chapter 4
for further details). The results of the use of the double differential pT × ρ binning
are shown in Figure 3.22, for two representative transverse momentum bins: the
red histogram shows the likelihood distribution for quark jets in signal when using
probability density functions which do not take into account pile up, and as can
be seen it is peaked towards 0; the yellow histogram shows the expected shape of
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Figure 3.21. Particle Flow energy density (ρ) as a function of the number of reconstructed
primary vertexes of the event. The red points show the position of the average values of
ρ in correspondence of given numbers of vertexes.

Q-G Likelihood
0 0.2 0.4 0.6 0.8 1

N
or

m
al

iz
ed

 to
 U

ni
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14  < 81 GeV
T

66 < p

Expected uds (No PU)

Signal, No PU PDFs

 -Binned PDFsρSignal, 

CMS Simulation 2011  = 7 TeVs

Q-G Likelihood
0 0.2 0.4 0.6 0.8 1

N
or

m
al

iz
ed

 to
 U

ni
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14  < 123 GeV
T

100 < p

Expected uds (No PU)

Signal, No PU PDFs

 -Binned PDFsρSignal, 

CMS Simulation 2011  = 7 TeVs

Figure 3.22. Results of the closure test of the double differential pT × ρ binning in order
to take into account pile up, in two representative transverse momentum bins. The red
histogram shows the likelihood distribution of quark jets from the H → ZZ → 2`2j
signal when using PDFs computed in the absence of pile up. The yellow histogram shows
the expected distribution for quark jets in the same transverse momentum range. The
black markers show the signal distribution when using PDFs which take into account
pile up.
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the likelihood for quark jets in that transverse momentum range; the black markers
show the signal distribution when using the double differential pT × ρ binning. As
can be seen, the introduction of the additional binning in ρ brings the distribution
in good agreement with the expected shape.

3.5.2 b-Jets
As has been previously observed by LEP experiments [1], the hadronization of
a b quark yields jets which have structures similar to gluon-initiated jets, from
an experimental point of view. The LEP measurement studied jets produced in
the decay of an on-shell Z boson, therefore was practically limited to the energy
range E . 50 GeV. It was concluded that for jets of these energies, while there
were measurable differences in jet shapes between gluon and light quark jets, no
significant ones were sought between gluon and b-jets.

Figures 3.23 and 3.24 show, respectively, the distributions of the charged multi-
plicity and pTD for light quarks (blue shade), gluons (red shade) and b jets (black
markers), in two transverse momentum bins. As can be noted, the shapes produced
by b-quark hadronization are indeed very similar to the ones produced by gluons
for pT . 100 GeV, which were the energies probed at LEP, but then tend to migrate
towards the light quark shapes, as the transverse momentum increases. This can be
more clearly seen in Figure 3.25, where the average charged hadron multiplicity (left)
and average value of pTD (right) are shown as a function of jet transverse momentum,
for light quarks (blue circles), gluons (red squares), bottom quarks (brown upwards
triangles) and charm quarks (green upwards triangles).

We therefore conclude that this discriminant cannot be used in effectively dis-
criminating gluon jets from b-jets. The latter, though, can be efficiently recognizable
by exploiting the relatively long lifetime of the B hadron, which is formed at the
first step of b-quark hadronization. These techniques have been extensively used at
high energy colliders, and are commonly known as b-tagging. They will be described
in more detail in Chapter 4.
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Figure 3.23. Charged multiplicity distributions in two transverse momentum ranges for
light quark jets (blue shade), gluon jets (red shade) and bottom quark jets (black
markers).
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Figure 3.24. pTD distributions in two transverse momentum ranges for light quark
jets (blue shade), gluon jets (red shade) and bottom quark jets (black markers).
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Figure 3.25. Average jet charged multiplicity (left) and pT distribution (right) as a function
of jet transverse momentum for light quarks (blue circles), gluons (red squares), bottom
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Chapter 4

Event Selection

The following Chapter details the event selection that is employed in the analysis.
Section 4.1 reports the analyzed datasets, both of data and simulated events, and
Section 4.2 lists the preselection requirements which events are required to satisfy.
Subsequent Sections investigate means of background discrimination, and define the
final analysis event selection procedure. Section 4.6 proceeds to optimize the selection
requirements. Finally, the expected signal and background yields are reported in
Section 4.8, and the means of background estimation employed on the data is shown
in Section 4.9.

4.1 Datasets and Trigger

4.1.1 Data

This analysis focuses on the search of a massive Higgs boson, well above the ZZ
production threshold (mH > 200 GeV). The decay of one of the two electroweak
bosons, which are on mass shell and will in general have an elevated relativistic
boost, will produce a pair of high-pT leptons. Most of the signal events, therefore,
will fire the double-lepton HLT paths, and be stored in two Primary Datasets called,
respectively, DoubleElectron and DoubleMu.

The results presented here make use of a total of 4.6 fb−1 of data collected by
the CMS detector during the 2011 data taking. The data sample is divided in two
running periods: Run2011A and Run2011B. The first extends up to September
machine development technical stop, and can be further separated into the three

Table 4.1. Subdivision of the 2011 dataset into running periods: each period is identified
by its name and the corresponding run ranges and integrated luminosities

Running Period Run Range Integrated Luminosity [fb−1]
2011A1 160329-163869 0.2
2011A2 163870-170052 0.9
2011A3 170053-172619 1.0
2011B 172620-172998 2.5

Total 4.6

65
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secondary running periods, spaced by the intermediate technical stops which were
undertaken by the LHC accelerator. We will call these run periods respectively
2011A1, 2011A2 and 2011A3. Run2011B comprises the second half of the data
delivered in 2011, and extends from September to the end of the data taking, in
November. Compared to Run2011A, it is characterized by significantly higher
instantaneous luminosity, and larger pile up multiplicities. The analyzed running
periods and their corresponding run ranges and integrated luminosities are reported
in Table 4.1.

Dimuon events are explicitly required to have fired either one of the following
three HLT paths:

• HLT_DoubleMu7

• HLT_Mu13_Mu8

• HLT_Mu17_Mu8

The first path requires the presence of two muon candidates reconstructed at HLT
level, each with transverse momentum greater than 7 GeV, and was the lowest
unprescaled double muon trigger path during running period 2011A. As the LHC’s
instantaneous luminosity increased, HLT_DoubleMu7 was prescaled, and a new trigger
was devised (HLT_Mu13_Mu8), which increased the transverse momentum thresholds
respectively to 13 and 8 GeV, keeping the event acceptance rates to manageable levels.
Towards the end of the 2011 run, HLT_Mu13_Mu8 was substituted with HLT_Mu17_Mu8,
in which the transverse momentum threshold on the leading muon was raised to
17 GeV.

In order to minimize the loss in efficiency that arises from the requirement of
double muon triggers, events from the /SingleMu Primary Dataset were added to
the analyzed sample in an exclusive way. This was done by selecting events which
fired the HLT_IsoMu24 path but did not fire any of the above double muon trigger
paths. This has led to an increase of about 6% in the muon dataset dimension. In
Run2011B the above mentioned single muon trigger was prescaled, therefore we
relied on the path HLT_IsoMu24_eta2p1, which is identical in all respects except for
the introduction of a pseudorapidity requirement of |η| < 2.1 which is applied to the
muon candidate.

Dielectron events have been selected from the /DoubleElectron Primary Dataset,
and are required to have fired either the HLT_Ele17_CaloIdL_CaloIsoVL_Ele8_-
CaloIdL_CaloIsoVL or the HLT_Ele17_CaloIdT_TrkIdVL_CaloIsoVL_TrkIsoVL_-
Ele8_CaloIdT_TrkIdVL_CaloIsoVL_TrkIsoVL HLT paths. Both these trigger paths
require the presence of two electrons in the event, with transverse momenta re-
spectively greater than 17 and 8 GeV. In addition to this, a number of electron
identification criteria are introduced, in order to lower the rate at which QCD
events could accidentally fire these paths. No gain can be obtained by adding the
/SingleElectron Primary Dataset, as the unprescaled single-electron trigger paths
have very high transverse momentum thresholds.

4.1.2 Generated Events
The same analysis which is performed on data is applied to Monte Carlo generated
events, which make use of the full simulation of the CMS detector, implemented
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Table 4.2. Summary of analyzed background Monte Carlo generated samples. For each
dataset, the process name, NLO cross section (σ), number of analyzed events and
equivalent integrated luminosity is provided.

Physical Process Generator σ [pb] Events Luminosity [fb−1]

Z+jets MADGRAPH 4.4.12 3048 36M 11.8
ZZ PYTHIA 6.4.22 7.67 4M 521
WZ PYTHIA 6.4.22 18.3 4M 218
WW PYTHIA 6.4.22 42.9 4M 93.2
tt̄ MADGRAPH 4.4.12 157.5 4M 25.4

tW− POWHEG 7.46 0.8M 107
t̄W+ POWHEG 7.47 0.8M 107

within the GEANT 4 software framework. As we have seen in Section 1.5, any Standard
Model process which produces an opposite-signed, high-pT electron or muon pair in
the final state, in association with two hard jets, may constitute a background for
this channel. The main processes which contribute are therefore:

• direct production of a Z boson in association with hard jets;

• continuous production of electroweak boson pairs (ZZ, WZ, ZZ);

• events with top quarks, either produced in tt̄ pairs or in association with a W
boson (tW−, t̄W+).

The analyzed background Monte Carlo samples are summarized in Table 4.2: for each
dataset its NLO cross section (σ), number of analyzed events and equivalent inte-
grated luminosity is given. As shown in the following, the main analysis backgrounds
are constitued by Z+jets and tt̄: both of these processes have been generated with
MADGRAPH 4.4.12 [14], which is a NLO matrix element generator. It is interfaced to
PYTHIA 6 [80] for parton showering and hadronization. A similar strategy is adopted
for the single top background (tW−, t̄W+), where the POWHEG [72, 49, 12] generator
(which contains the complete NLO calculation of the cross section of these processes)
is interfaced again to PYTHIA 6. As for the diboson backgrounds (ZZ, WZ, ZZ),
they have been fully generated in PYTHIA 6.4.22, therefore with LO precision, as
they have a minor contribution.

The POWHEG event generator has also been utilized to generate signal events, as
it contains NLO calculations and correctly describes final state angular correlations.
Events have been generated for a total of 19 mass hypotheses between 190 and
600 GeV, and a total of 300k events have been analyzed per mass point, as summarized
in Table 4.3.

Simulated events have been generated with a default pile up configuration which
has constant probability for up to ten additional interactions, and then falls off
with a poissonian tail, which translates in a distribution of reconstructed primary
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Table 4.3. Summary of analyzed signal Monte Carlo generated samples. For each Higgs
boson mass point, the NLO cross section times decay branching ratio (σ×BR), number
of analyzed events and equivalent integrated luminosity is provided. All samples have
been generated with the POWHEG generator.

Higgs Mass [GeV] σ×BR [pb] Events Luminosity [fb−1]

190 0.134 300k 868
200 0.146 300k 1190
210 0.141 300k 1420
230 0.123 300k 1810
250 0.107 300k 2200
275 9.09 · 10−2 300k 2680
300 7.98 · 10−2 300k 3140
325 7.23 · 10−2 300k 3540
350 7.25 · 10−2 300k 3450
375 6.64 · 10−2 300k 3210
400 5.56 · 10−2 300k 3470
425 4.70 · 10−2 300k 4060
450 3.63 · 10−2 300k 4950
475 2.90 · 10−2 300k 6170
500 2.32 · 10−2 300k 7820
525 2.29 · 10−2 300k 7880
550 1.51 · 10−2 300k 1.25 · 104

575 1.22 · 10−2 300k 1.58 · 104

600 9.85 · 10−3 300k 2.00 · 104
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Figure 4.1. Number of reconstructed primary vertices in data and in the simulation
before (left) and after (right) the pile up reweighing procedure is applied to the simulation.

Table 4.4. Single muon rescaling factors for the double muon triggers (HLT_DoubleMu7,
HLT_Mu13_Mu8, HLT_Mu17_Mu8), for the 2011 running periods and for different muon
pseudorapidity ranges. Muons are required to have a transverse momentum larger than
20 GeV. Uncertainties are dominated by systematic contributions.

Running Period Muon Pseudorapidity MC Scaling Factor

2011A
|η| < 0.8 0.975± 0.001

0.8 < |η| < 2.1 0.955± 0.001
2.1 < |η| < 2.4 0.910± 0.001

2011B
|η| < 0.8 0.972± 0.001

0.8 < |η| < 2.1 0.945± 0.001
2.1 < |η| < 2.4 0.901± 0.001

vertices which is different from what is observed in the data, as can be seen in
Figure 4.1 (left). In order to match the amount of pile up found in the data, a
reweighing procedure is undertaken: the number of pile up interactions in the Monte
Carlo generated events is reweighed with the distribution measured in the data.
The distribution of reconstructed primary vertices after the reweighing is shown in
Figure 4.1 (right).

No explicit trigger requirement was made on Monte Carlo events, but these were
rescaled in order to take into account the measured trigger efficiencies in data. The
latter were computed by measuring single-muon HLT efficiencies in the data and
MC with the Z → `` ‘tag-and-probe’ technique [61], and taking the ratio of the two
as a scaling factor to be applied to the MC. The resulting scaling factors, in different
muon pseudorapidity ranges, are shown in Table 4.4 and 4.5, respectively for double-
and single-muon triggers. The event rescaling factor kHLT is then obtained with the
following formula:

kHLT = εD(η1) · εD(η2) + εS(η2) · (1.− εD(η1)) + εS(η1) · (1.− εD(η2))
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Table 4.5. Single muon rescaling factors for HLT_IsoMu24, for the 2011 running periods
and for different muon pseudorapidity ranges. Muons are required to have a transverse
momentum larger than 40 GeV. Uncertainties are dominated by systematic contributions.
Note that the scale factor is null for Run2011B in the pseudorapidity region 2.1 < |η| <
2.4, as the adopted trigger path for that period was HLT_IsoMu24_eta2p1.

Running Period Muon Pseudorapidity MC Scaling Factor

2011A1

|η| < 0.8 0.986± 0.001
0.8 < |η| < 2.1 0.807 ± 0.001
2.1 < |η| < 2.4 0.608± 0.001

2011A2

|η| < 0.8 0.895± 0.001
0.8 < |η| < 2.1 0.838± 0.001
2.1 < |η| < 2.4 0.738± 0.001

2011A3

|η| < 0.8 0.890± 0.002
0.8 < |η| < 2.1 0.809± 0.002
2.1 < |η| < 2.4 0.493± 0.002

2011B

|η| < 0.8 0.870± 0.002
0.8 < |η| < 2.1 0.790± 0.002
2.1 < |η| < 2.4 0

where εD and εS indicate respictively the single-muon scaling factors for double-
and single-muon triggers (which depend on the given muon’s pseudorapidity), and
the subscripts identify the two muons in the event. It must be noted that the
formula assumes a complete correlation between the single and double muon trigger
paths, i.e. if a given muon fails to be reconstructed by the double muon trigger, it
automatically fails also the single muon trigger.

The adopted dielectron trigger path was found to have > 99% efficiency in Z → ee
events, therefore a conservative scaling factor of 0.99 was applied to dielectron Monte
Carlo events.

4.2 Preselection
The signature of signal events presents two energetic Z bosons, one decaying to a
pair of electrons or muons, the other to jets. Therefore the event preselection is
defined as those events which pass the trigger requirements discussed in the previous
section and present:

• two oppositely charged electrons or muons with transverse momenta respec-
tively greater than 40 and 20 GeV;

• two (or more) anti-kT 0.5 PFJets with pT > 30 GeV and |η| < 2.4.

The relatively high transverse momentum requirement on the lepton pair is introduced
to ensure high trigger efficiency. All physics objects (muons, electrons and jets)
are required to pass a set of identification criteria, which will be discussed in the
following Subsections.
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Figure 4.2. Dilepton (left) and dĳet (right) invariant mass distributions. Events passing
preselection in 4.6 fb−1 of 2011 data are compared to the expected contribution of the
dominant backgrounds in the simulation. The distribution for events coming from a
400 GeV Higgs boson decay, enhanced by a factor 100, is superimposed.

In the case of multiple electron or muon pairs, the oppositely-charged pair with
invariant mass closest to the Z boson nominal mass is chosen. Events are then
correctly identified as signal event candidates if the invariant mass of the dilepton
system lies between 70 and 110 GeV. If an event is found to present both an electron
and a muon pair passing this requirement, it is discarded. The dilepton invariant
mass for events passing preselection requirements is shown in Figure 4.2 (left).

The event is further required to present at least one jet pair with an invariant
mass in the 75÷ 105 GeV range. The requirement on the hadronic invariant mass is
more stringent than the leptonic one, for it is a powerful handle in discriminating
the main backgrounds, which do not present a real Z boson decaying to jets. It is
therefore kept closest to the nominal Z boson mass, compatibly with the expected
di-jet mass resolution, which is about 15 GeV for signal events. Events which pass
the dilepton mass requirement but not the dĳet one are nevertheless kept, and are
categorized as sideband events, as will be explained in Section 4.9.

In general, though, a signal event candidate will present multiple jet pairs.
This is true also for true signal events, as additional jets will be created in proton
fragmentation or in the process of creation of the Higgs boson. In order to minimize
the effect of signal self-combinatorics, the jet pair with the invariant mass closest
to the Z boson nominal mass will be selected, even if in the context of the event
categorization procedure which will be described in detail in Section 4.5. The
distribution of the invariant mass of the dĳet pair with mass closest to the Z mass
for events which pass preselection requirements is shown in Figure 4.2 (right).

We will now proceed to describe the quality and identification criteria which are
imposed on the used physics objects.
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Table 4.6. Electron identification requirements.

Variable Barrel Endcaps
σiηiη < 0.01 0.03
∆φ < 0.15 0.1
∆η < 0.007 0.01
H/E < 0.15 0.1

4.2.1 Muon Identification Criteria
Muon candidates are required to be reconstructed both in the tracker and in the
muon chambers (global muons) and to satisfy the following identification criteria:

• normalized χ2 of the global track < 10;

• the track reconstructed in the tracker must have more than ten matched hits,
of which at least one in the pixel detector;

• the global track must have at least two matched segments in the muon stations;

• track transverse impact parameter dxy < 0.02 cm and longitudinal impact
parameter dz < 1 cm.

The muon is furthermore required to be isolated, in order to suppress backgrounds in
which muons are produced inside jets. The isolation variable Iµ is computed as the
sum of all the reconstructed transverse momenta (energies) of all tracks (calorimeter
deposits) found within ∆R < 0.3 of the muon candidate:

Iµ =
∑

∆R<0.3
ptrk
T +

∑
∆R<0.3

EECAL
T +

∑
∆R<0.3

EHCAL
T

and the value of Iµ is required to be less than 15% of the muon candidate transverse
momentum.

4.2.2 Electron Identification Criteria
A reconstructed electron candidate is the combination of a GSF track and an ECAL
supercluster. Details on electron reconstruction have been given in Section 2.3. The
set of requirements imposed on the electron candidates may be subdivided into three
categories:

• electron identification criteria;

• photon conversion rejection criteria;

• isolation.

The variables used in defining the set of electron identification criteria are the
following:

• σiηiη: the second moment of the ECAL cluster energy distribution along the η
direction;
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• ∆φ: the azimuthal difference between the GSF track position extrapolated
at the calorimeter surface (with parameters computed at the vertex) and the
ECAL supercluster energy baricenter;

• ∆η: the pseudorapidity difference between the GSF track position extrapolated
at the calorimeter surface (with parameters computed at the vertex) and the
ECAL supercluster energy baricenter;

• H/E: the ratio between the energy deposit recorded in the HCAL tower
directly behind the ECAL supercluster seed, and the ECAL supercluster
energy.

The thresholds applied to these variables vary for electrons reconstructed in the
barrel and in the endcaps, and the used values may be found in Table 4.6. These
thresholds have been adjusted in order to ensure that the resulting requirements are
more stringent than the ones introduced at HLT level.

When searching for events with prompt final-state electrons, some care must
be expended in the rejection of electron candidates which arise from conversions
of high-energy photons (γ → e+e−) traversing the tracker material. The electron
tracks are therefore required to have no more than one missing hit in the tracker
layers.

Finally, the electron candidate is required to be isolated. The electron isolation
variable Ie is defined as:

Ie = Itrke + IECALe + IHCALe

where Itrke is the scalar sum of the transverse momenta of all tracks reconstructed
within a cone of ∆R = 0.3 around the elelectron candidate direction, IHCALe is
the sum of all HCAL tower energy deposits within the same cone, and the ECAL
isolation is defined as the sum of all ECAL crystal energies found in the same cone,
but a pedestal energy of 1 GeV is subtracted to this value in the case of barrel
electrons. The electron candidate is considered isolated if the isolation variable Ie is
found to be less than 15% (10%) of its tranverse momentum, where the parentheses
apply to the endcaps.

Electron candidates are required to be reconstructed in the tracker-covered
ECAL fiducal region of (|η| < 1.4442) | | (1.566 < |η| < 2.5), in this way avoiding
the barrel-endcap transition.

4.2.3 Jet Identification Criteria
Particle Flow jet reconstruction makes use of all CMS subdetectors and therefore fake
jet candidates, originating from calorimeter noise, can be straightforwardly removed
with a simple set of requirements which make use of jet composition information.
We require the reconstructed jets to be composed of at least two PFCandidates, at
least one of which is a charged hadron.

4.3 Kinematic and Angular Discrimination
The dominant background to the H→ ZZ→ `+`−qq̄ is constituted by the production
of a real Z boson, decaying to a charged lepton pair, in association with two hard
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QCD jets. There are several topological differences that can help us discriminate
the signal from this background: the production of the heavy Higgs resonance, on
one hand, sets the energetic scale of the event, translating into harder final state
kinematics. The spin of the decaying boson, on the other, defines the correlations
between its decay products, and this can be exploited through an angular analysis.

In this Chapter we will show the main topological differences between signal and
background events. The first Section is centered on an overview of the kinematical
differences, whereas the following describe the angular analysis which will constitute
the core ingredient of our background discrimination.

4.3.1 Kinematic Distributions

The production of a massive resonance, such as the Higgs boson, sets the energetic
scale of signal events. On the contrary, backgrounds to this channel are non-resonant,
and therefore favour the presence of softer final state objects.

This is shown in Figure 4.3, where the lepton transverse momenta (top), the
jet transverse momenta (center), the transverse momentum of the leptonic Z can-
didate (bottom left) and the ∆R spacing between jets (bottom right), are shown
for three signal mass hypotheses and the dominant backgrounds. As can be seen
there are significant differences between signal and backgrounds, which become more
striking as the mass of the Higgs boson increases. On the other hand, it is evident
that these variables have high degrees of correlations, therefore a careful treatment
of them would be necessary should one decide to exploit kinematical differences
between signal and backgrounds as the main means of discrimination of the latter.

Figure 4.4 shows the observed distributions of the kinematical variables in the
2011 data collected by CMS, in events which pass the analysis preselection (see
Section 4.2 for details). The data are compared to the summed contribution of all
simulated backgrounds, and an overall good agreement is observed. The expected
distributions for events coming from a 400 GeV Higgs boson decay are superimposed,
scaled by a factor 100 for visual puroposes.

4.3.2 Angular Distributions

The production of a heavy Higgs resonance has implications in the signal event
topology which do not limit themselves to the kinematics of the final state products.
This is caused by the fact that the latter are the product of a very precise decay
chain: the decay of a spin-0 boson (the Higgs) to a pair of identical spin-1 bosons (the
Zs), which then decay to fermions. The presence of this decay chain with a very
well defined spin correlation will mirror in the angular distributions of the final state
objects. For signal events, the ideal angular probability density functions can be
computed analytically. In background events, on the contrary, this spin correlation
is absent, as they are non resonant. Therefore we expect to observe different final
state angular distributions.

If we do assume that the four final state objects derive from the above mentioned
decay chain, the final state kinematics in the Higgs boson rest frame, once the
masses of the secondary particles are fixed, are univocally determined through the
definition of five angles. Following the convention used in [52], we will define them
as in Figure 4.5: they are three helicity angles (θ1, θ2 and Φ), respectively defined
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Figure 4.3. Kinematical differences between signal and background events passing prese-
lection: lepton transverse momenta (top), jet transverse momenta (center), transverse
momentum of the leptonic Z candidate (bottom left) and ∆R spacing between jets (bot-
tom right). The shapes originating from the main backgrounds are compared to three
signal mass hypotheses (300, 400 and 500 GeV). All distributions are normalized to unit
area.
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Figure 4.4. Data-simulation comparisons for kinematical variables describing final state
objects: lepton transverse momenta (top), jet transverse momenta (center), transverse
momentum of the leptonic Z candidate (bottom left) and ∆R spacing between jets (bot-
tom right). Events passing preselection in 4.6 fb−1 of 2011 data are compared to the
expected contribution of the dominant backgrounds in the simulation. The distributions
for events coming from a 400 GeV Higgs boson decay, enhanced by a factor 100 for visual
purposes, are superimposed.
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Figure 4.5. Adopted convention in the definition of the three helicity angles (θ1, θ2 and Φ)
and two production angles (θ∗ and Φ1) which univocally describe the H→ ZZ→ `+`−qq̄
decay chain.

in the Z → ``, Z → jj and Higgs boson rest frames, and two production angles (θ∗
and Φ1), both defined in the Higgs rest frame.

4.3.3 Angular Discriminant

The final state angular information can be exploited in order to define a likelihood
discriminant (LD), able to select final state topologies which are compatible with the
decay of a Higgs boson. This is a two-step procedure: first we build the probability
density functions for signal and background events, which we will call respectively
Psig and PBG; then the likelihood discriminant is defined as a probability ratio:

LD = Psig
Psig + PBG

In this way events with signal-like topologies will have values of the likelihood
discriminant close to unity, background-like topologies will be closer to zero. The
variable can therefore be used in event selections, by requiring events to assume
values above a certain threshold.

The signal probability density function is defined as a product of the ideal, fully
correlated, distribution Pideal (derived in [52]) and a set of four one-dimensional
acceptance functions:

Psig = Pideal(θ∗, θ1, θ2,Φ,Φ1;M) · Gθ∗(θ∗;M) · Gθ1(θ1;M) · Gθ2(θ2;M) · GΦ1(Φ1;M)

where M is the mass of the reconstructed Higgs candidate. The four acceptance
functions, Gθ∗ ,Gθ2 ,Gθ2 , and GΦ1 , have been obtained empirically from fits to the
simulation. Projections of Psig along the five angular axes can be seen in Figure 4.6
for events produced in the decay of a 500 GeV Higgs boson. The solid line represents
the function projection, and the markers the values assumed by the Monte Carlo
simulation.
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Figure 4.6. Projections of the five-dimensional signal probability density function along
the five angular axes for a 500 GeV Higgs boson: cos θ1, cos θ2, cos θ∗ (top), and Φ,
Φ1 (bottom). The solid line represents the function projection, the markers the values
assumed by the MC simulation.
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Figure 4.7. Projections of the five-dimensional signal probability density function along
the five angular axes for background events with invariant mass in the 475÷ 550 GeV
range: cos θ1, cos θ2, cos θ∗ (top), and Φ, Φ1 (bottom). The solid line represents the
function projection, the markers the values assumed by the MC simulation.
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Figure 4.8. Data-MC comparison for the angular likelihood disscriminant. Events passing
preselection in 4.6 fb−1 of 2011 data are compared to the expected contribution of the
dominant backgrounds in the simulation. The distribution for events coming from a
400 GeV Higgs boson decay, enhanced by a factor 100, is superimposed.

Whereas the ideal function, Pideal, is naturally parametrized with the Higgs
candidate invariant mass M , the parameters of the four acceptance functions have
all been re-parameterized in terms ofM only. This was done by fitting eight different
Monte Carlo samples each corresponding to a different Higgs mass and then fitting
the resulting parameters with either a linear or quadratic function of M .

The probability distribution function for the background was approximated with
a product of five one-dimensional functions.

Pbkg = Pθ∗(θ∗;M) · Pθ1(θ1;M) · Pθ2(θ2;M) · PΦ(Φ;M) · PΦ1(Φ1;M)

All functions were obtained empirically from fits to the simulation. Projections of
Pbkg, for background events with invariant mass of the reconstructed Higgs candidate
in the 475÷ 550 GeV range, can be found in Figure 4.7. Similar to the case of Psig,
the background Monte Carlo was divided into bins of M and each bin was fit with
Pbkg. The parameters from each fit were then fit using either linear or quadratic
functions of M .

Figure 4.9 shows the observed distributions of the five angular variables in the
2011 data collected by CMS, in events which pass the analysis preselection. The
data are compared to the summed contribution of all MC backgrounds, and an
overall good agreement is observed. The expected distributions for events coming
from a 400 GeV Higgs boson decay are superimposed, scaled by a factor 100.

Combining Psig and Pbkg, we define the likelihood discriminant LD, which is
a function of the five helicity angles and of the given event’s Higgs candidate
reconstructed invariant mass M . An example of the helicity likelihood discriminant
is visualized in Figure 4.8: 4.6 fb−1 of data is compared to the expected yield of the
backgrounds, and the shape of events originating from a decay of a 400 GeV Higgs
boson is overlayed, scaled by a factor 100.

Compared to a more traditional event selection procedure which exploits purely
kinematical (scalar) information, a background discrimination strategy based on
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Figure 4.9. Data-simulation comparisons for the five angular variables. Events passing
preselection in 4.6 fb−1 of 2011 data are compared to the expected contribution of the
dominant backgrounds in the simulation. The distributions for events coming from a
400 GeV Higgs boson decay, enhanced by a factor 100, are superimposed.
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Figure 4.10. Example of the resulting dilepton+dĳet invariant mass after selections based
on kinematic (left) and angular (right) variables, both optimized for the search of a
400 GeV Higgs boson. The contributions of the expected backgrounds in the simulation
are shown separately. A hypothetical signal arising from the decay of a 400 GeV Higgs
boson is also shown. Yields are scaled to 1 fb−1.

angular information presents two main advantages. Firstly, as we have seen in
Figure 4.3, the discrimination power provided by kinematical variables decreases
rapidly with the mass of the Higgs boson, as signal event final states will present
softer objects. This is less so in the case of angular information, which preserves its
discriminating power even in different energetic regimes1.

Secondly, an event selection which is founded on angular variables tends to
preserve the shape of the background. This can be seen for instance in Figure 4.10:
the left plot shows the resulting dilepton-dĳet invariant mass after a kinematic
selection, whose thresholds have been optimized for the search of a 400 GeV signal;
the right plot instead shows the mass spectrum after an angular analysis. The signal
and background rates in the peak region are very similar in the two cases, but the
background distribution in the left plot shows a visible deformation, and peaks in a
region close to the expected signal. This feature is an artifact of the requirements
made on the selection variables, which are correlated to the reconstructed Higgs
invariant mass. Such correlation is minimized in the case of angular variables, and
as can be seen in the right plot the resulting background shape is not affected. This
significantly simplifies the evaluation of the background on data, as it avoids the
necessity of a detailed understanding of the correlations between kinematic variables.

4.4 Kinematic Fit to the Decay Chain
The aim of the analysis is to study the invariant mass spectrum of the dilepton+dĳet
system, in order to search for signal-like excesses. Signal events are resonant in this
variable, as the decay of a massive particle is involved. If no biases are introduced at

1In practice a smaller but still present degrading of the discrimination power is still observed,
mainly originating on the worse resolution on jet position.
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Figure 4.11. Reconstructed Higgs invariant mass spectra in signal events for three mass
hypotheses: 250 GeV (left), 300 GeV (center), 350 GeV (right). The black histogram
respresents the uncorrected distribution, the blue histogram is obtained after imposing
the Z boson mass to the dĳet quadrimomentum, the red one by applying the kinematic
fit. All distributions are normalized to unit area.

selection level, signal events will present an invariant mass peak centered at the Higgs
boson mass. The significance of the excess depends on the width of the invariant
mass peak, which will have two components: an intrinsic one, which depends on the
Higgs intrinsic decay width, which can be very large for massive Higgs bosons; and
the effect of detector resolutions, which is dominated by the resolution on jets.

In order to contrast the effect of jet resolutions on the invariant mass peak, an
additional piece of information may be exploited: jets in signal events are known
to stem from the decay of a Z boson, therefore their invariant mass should be
compatible with the Z boson mass (mZ). Hence imposing to the dĳet system to
have an invariant mass equal to mZ is expected to improve the final invariant mass
resolution for signal events, whereas no significant effect is expected to be introduced
in the main backgrounds, which are non-resonant in the dĳet system.

The simplest way of imposing the mZ mass to the dĳet system is that of rescaling
the dĳet quadrimomentum as a whole, modifying its energy in order to obtain the
needed mass. This simple procedure already significantly improves the invariant mass
of signal events, as can be seen in Figure 4.11, where the uncorrected dilepton-dĳet
invariant mass spectrum (black) is compared to the one obtained by applying this
rescaling (blue) for three signal mass hypotheses. Though effective, this procedure
is clearly suboptimal, as it treats both jets ‘democratically’, without exploiting the
prior knowledge we have on their expected resolutions. We know for instance that
jets with higher energies are expected to be reconstructed with higher precision
than jets with lower energies, as well as the fact that different detector regions have
different expected jet reconstruction performance.

A more powerful approach, that makes use of the information on the individual
jets, is to perform a kinematic fit to the dĳet system. The fit takes as input the
quadrimomenta of the two jets, and makes use of the knowledge of the expected
jet transverse momentum and position resolutions, as a function both of transverse
momentum and pseudorapidity. It then proceeds in modifying the jet quadrimomenta,
compatibly with the expected resolution, fitting the Z mass to the dĳet system by
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Figure 4.12. Correlation between the reconstructed dĳet invariant mass and the recon-
structed diboson invariant mass in signal events with mH = 300 GeV. Left: before the
kinematic fit; right: after the kinematic fit.

minimizing a χ2 variable of the form:

χ2 =
(∆1
σ1

)2
+
(∆2
σ2

)2

where σi is the expected resolution on the i jet, and ∆i quantifies the deviation from
the measured i-jet quadrimomentum.

The kinematic fit further improves the resolution on the final reconstructed
Higgs invariant mass peak, as can be seen in Figure 4.11 (red). For masses heavier
than ∼ 400 GeV, little margin of improvement is expected, because the Higgs intrinsic
width becomes the dominant factor in the determination of the invariant mass peak
width.

An additional feature of the kinematic fit is that it removes the correlation
between the reconstructed dĳet and the diboson invariant masses. These two
quantities are expected to be correlated because fluctuations in the measured jet
momenta, driven by their relatively poor resolutions, will reflect with similar biases
in both variables, as can be seen in Figure 4.12 (left). Once the kinematic fit is
applied, the dependance of the diboson invariant mass on jet resolutions is minimized,
hence the correlation is removed (right).

As a final remark, while the mass constraint in the analysis has been done by
imposing the exact Z boson mass, we have investigated the possibility of introducing
a finite width. This has been done by substituting in the fit the Dirac δ-function
with a gaussian distribution, centered on the nominal Z boson mass. Two gaussian
widths have been tested, of 2 and 5 GeV, but no significant difference in signal
efficiency has been observed.

4.5 Categorization
A cardinal point of this analysis is understanding that jet flavour may provide a
powerful means of background discrimination. Jets in signal events are produced
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Figure 4.13. PDG identification number for partons matched to jets in events passing
loose kinematic requirements. Signal events for two Higgs masses (400 GeV in yellow
and 500 GeV in red) are compared to the main background (Z+jets, blue). Distributions
are normalized to unity.

in hadronic decays of a Z boson, and therefore originate from the hadronization of
quark partons. The flavour of quarks in Z decays is almost equally distributed among
the five types d, u, s, c, b. The dominant background, as we have seen, is represented
by a leptonically-decaying Z boson produced in association with hard jets, a process
in which gluon radiation is expected to play a major role. In addition to gluons, u
and d quarks, valence partons of the protons, dominate the jet production associated
with the Z.

The validity of above statements may be verified by looking at Figure 4.13, which
shows, for the leading jet on the left and the subleading jet on the right, the PDG
identification number (PDG ID) of partons matched to jets in signal and background
events, after a loose kinematic selection. The PDG ID of quarks follows the mapping
scheme: d = 1, u = 2, s = 3, c = 4, b = 5, t = 6, and anti-quarks have opposite
PDG ID. Gluons are assigned a value of 21.

As can be seen in the figure, the kinematic selection in signal selects only quarks
jets. It is furthermore orthogonal to parton flavour, as the jets which pass the
selection are equally shared between all available quark flavours (excluding the top
quark which is energetically forbidden). The observed enhancement of down-type
quarks (d, s, b) is a direct consequence of the asymmetric coupling of the Z boson.

The jet flavour population for background Z+jets events is radically different.
More than 45% (60%) of the selected leading (subleading) jets originate from the
hadronization of a gluon. Also the quark population shows some differences: the
observed u and d enhancement is mirroring the proton valence quark parton density
functions (largest u contribution, and the next largest d). The contribution of heavy
flavours, b in particular, is small in background, while it is about 22% is signal.

Therefore, the main features which discriminate signal from background is the
relatively large contribution of heavy flavour quarks (b and c) and absence of gluons.
We take advantage of both features in the analysis by pursuing two directives: isolate
heavy flavours, in order to identify an event sub-population in which only a fraction
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Figure 4.14. Track Counting High Efficiency (TCHE) jet tagger for jets in events passing
the analysis preselection in 4.6 fb−1 of 2011 data, compared to the expected contribution
of the dominant backgrounds in the simulation. The distribution for events coming from
a 400 GeV Higgs boson decay, enhanced by a factor 100, is superimposed.

of the signal is present, but with a higher expected purity, as backgrounds are less
present; limit the background gluon infiltration, trying to affect signal efficiency in a
minor way.

In order to identify heavy flavour jets we will use a b-tagging discriminant which
will be described in the following, whereas the gluon jet rejection is performed with
the likelihood ratio introduced in Section 3.5. The analysis will therefore be split
into four categories:

• 2 b-tag category: events in which both jets are positively identified as originating
from a b quark hadronization;

• 1 b-tag category: events in which one jet is positively identified as a b-jet;

• 0 b-tag category: no jet is identified as b, and the jet pair is not incompatible
with a light quark hypothesis;

• gluon-tag category: events in which jets are likely to originate from gluons.

We expect the 2 b-tag category to have the highest signal purity, but low efficiency,
and the 0 b-tag category to have the highest signal efficiency, but large background
yields. The gluon-tag category is dominated by background contributions.

The category of an event is defined by the values assumed on the two jets by the
b-tagging algorithm known as Track Counting High Efficiency (TCHE) [41]. The
TCHE variable is defined as the second-to-highest impact parameter significance S
among all tracks associated with the given jet. Therefore requiring the jet to have
TCHE > x is equivalent to requiring the jet to be associated to at least two tracks
with impact parameter significance S > x. A jet is considered to have a medium
(loose) b-tag if it has TCHE > 3.3 (1.7). The expected mistag probabilities of these
working points is 1% for medium and 10% for loose. Figure 4.14 shows the data-MC
comparison for this tagger, for all jets passing preselection.
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Figure 4.15. Quark-Gluon likelihood discriminant distributions for events produced in the
decay of a 400 GeV Higgs boson (brown) compared to the Z+jets background (blue),
for events passing preselection and lie in the 376-440 GeV invariant mass window.

Recent measurements [45] have shown that the TCHE tagger has slightly worse
performance than what is expected from the Monte Carlo simulation. One can define
a scale factor BSFb (BSFlq) as the ratio between the data and Monte Carlo tagging
efficiency for b/c (light quark) jets. In both cases the efficiency measurements have
been performed in jet transverse momentum and pseudorapidity ranges, therefore
the scale factors will vary accordingly. The BSFb scale factors are on average equal
to 95% (93%) for the loose (medium) working points, whereas the ratio of mistag
rates BSFlq are on average equal to 1.11 (1.21) for the loose (medium) working
points.

An event is placed in the 2 b-tag category if one jet is identified with medium
and the other is identified with loose requirements. Events which fail these criteria
but still contain at least one jet which satisfies the loose criterion are placed in the
1 b-tag category. In order to simulate the effect that the lower efficiency found in
data would have on Monte Carlo events, a simple simulation is used: on a jet-by-jet
basis, a random number generator is used to stochastically modify the value of the
given jet’s b-tag. In this way, Monte Carlo jets which are correctly matched to a
heavy flavour jet have a certain probability of being ‘downgraded’ to a lower b-tag
category (medium to loose, or loose to not tagged), whereas light quark jets have a
certain probability of being ‘upgraded’ to a higher category (not tagged to loose, or
loose to medium), so that the single-tag efficiency in Monte Carlo events corresponds
to the one observed in the data. By applying this mechanism on a jet-by-jet basis,
no event reweighing is introduced. Rather, given the outcome of the randomization
on the selected jet pair, the event may migrate to a different b-tag category.

Events which fail the b-jet identification requirements which would place them
in the single or doubly-tagged categories, are then split between the 0 b-tag and the
gluon-tag categories, by looking at the product of the two jets’ quark-gluon (Q-G)
likelihood discriminants, as defined in Section 3.5. Figure 4.15 shows the expected
distributions of the leading jet Q-G discriminant (left), the subleading jet Q-G
discriminant (center), and the product of the two (right), for signal events arising
from the decay of a 400 GeV Higgs boson, compared to the main background of
Z+jets. Events are required to have a reconstructed Higgs candidate invariant mass
between 376 and 440 GeV, and all distributions are normalized to unit area. The
data-MC comparison of the same variables, but after preselection requirements only,
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Figure 4.16. Quark-Gluon likelihood discriminant distributions. Events passing preselec-
tion in 4.6 fb−1 of 2011 data are compared to the expected contribution of the dominant
backgrounds in the simulation. The distribution for events coming from a 400 GeV Higgs
boson decay, enhanced by a factor 100, is superimposed.
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Figure 4.17. Reconstructed Higgs candidate invariant mass distribution for events pass-
ing (red) and failing (blue) the Q-G likelihood requirement, for three hypothetical Higgs
boson masses: 300 (left), 400 (center), 500 GeV (right). All distributions are normalized
to unit area.

are shown in Figure 4.16.
Events with Q-G likelihood product less than 0.1 are rejected and placed in the

gluon-tag category. This requirement has an efficiency of about 85% on signal events,
and reduces the Z+ jets background by about 34%, 43%, 50%, and 56% at mlljj

masses around 250, 300, 400, and 500 GeV.
In addition to being a means of background discrimination, the requirement on

the Q-G discriminant also improves the invariant mass resolution in signal events.
This is because, by selecting events in which the jet pair has composition properties
which are compatible with the expectations for high-pT quark jets, events with
misreconstructed jets and events in which signal self-combinatorics leads to the
choice of the incorrect jet pair are discarded. This may be seen in Figure 4.17,
where the dilepton-dĳet invariant mass for events passing (red) and failing (blue)
the requirement on the product of the two jet’s Q-G likelihood discriminant, for
three hypothetical Higgs boson masses: 300 (left), 400 (center), and 500 GeV (right)

In general, an event will have numerous jets, therefore multiple jet pairs. The
analysis selection algorithm scans all possible jet pairs, and verifies if the given pair
passes the selection requirements, which will depend on the pair’s b-tag values, and
on the invariant mass of the resulting reconstructed Higgs candidate, as will be
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Figure 4.18. Distribution of flavour tagging categories in events passing the analysis
preselection in 4.6 fb−1 of 2011 data, compared to the expected contribution of the
dominant backgrounds in the simulation. The distribution for events coming from a
400 GeV Higgs boson decay, enhanced by a factor 100, is superimposed.

described in the following Section. If an event presents more than one pair which
meets the requirements, the pair which belongs to the highest b-tag category is
selected, in order to favor the highest purity samples. If the primacy is shared by
more than one pair, the pair with an invariant mass closest to the nominal Z boson
mass is selected. This ensures univocal classification of events, and therefore the
statistical independence of the samples identified by the categories. Figure 4.18
shows the subdivision of events in the analysis categories, and as can be seen the
background composition can vary significantly among them.

4.6 Selection Optimization

The main discrimination between signal and backgrounds is provided by the angular
likelihood discriminant variable, on which we intend to impose a simple ‘cut’ require-
ment, by selecting events which assume values larger than a given threshold. In order
to obtain the best performance, a simple optimization was conducted. This was
done separately in the three b-tag categories, for the different expected backgrounds
and signal purities necessarily mirror in different optimal selections.

The complexity of the selection mechanism and the correlations between the
different b-tag analysis categories imposes some necessary simplifications in the
optimization procedure. Each event passing preselection requirements is kept, and
in order to solve the ambiguity which derives from the multiple jet pairs in the
event, the pair with mass closest to the nominal Z boson mass is selected, neglecting
b-tagging considerations during this step. The event is then classified according to
the b-tag value of the two chosen jets, and the optimization is conducted on these
events, separately in the three categories.

The optimization procedure was accomplished by analyzing the distribution of
the angular likelihood discriminant variable. For a given hypothetical signal mass,
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Table 4.7. Results of the angular likelihood discriminant threshold optimization, in the
three b-tag categories.

b-tag Category Optimal AngularLD Threshold
0 0.55 + 0.00025 ·mH [GeV]
1 0.302 + 0.000656 ·mH [GeV]
2 0.5

and in each b-tag category, the optimal selection threshold is defined as that which
minimizes the exclusion upper limit (UL) of a possible presence of signal in addition
to background events, for an integrated luminosity of 1 fb−1. For this purpose, the
UL was computed with a Bayesian approach, with a credibility interval of 95%, and
a flat prior on the signal cross section. It must be noted that adopting this criterion
does not give dramatically different results neither with respect to other exclusion
recipes (such as frequentist approaches), nor to discovery-based strategies, for the
analysis is expected to have large event yields.

The optimization was carried out at six pivotal hypothetical signal masses: 250,
300, 350, 400, 450, and 500 GeV. In each b-tag category the trend of the optimal
angular likelihood discriminant threshold was studied as a function of the signal
mass, and linear dependancies were found. They were therefore fitted with linear
functions of the Higgs mass, in order to find a smooth functional dependance on
the mass, and the results of this fit are summarized in Table 4.7. It must be noted
that, as no significant deviation from a constant threshold was found in the 2-tag
category, the requirement of 0.5 was adopted for all masses.

4.7 Missing Transverse Energy Significance
The main objective of the angular analysis is that of discriminating between reso-
nant (signal) and non-resonant (background) events. After applying the selection,
the background yield is dominated by the Z + 2jets contribution in the 0- and 1-tag
categories, whereas a significant role is played by top (both tt̄ and tW ) events in the
2-tag category. To contrast this source of background, an additional handle is found
to provide means of discrimination: missing transverse energy.

In order to constitute a background to the H → ZZ → `+`−qq̄ channel, top
events must present two oppositely-charged, high-pT leptons. Therefore the main
contribution comes from the semileptonic decay channels:

t(→ `νb)t̄(→ `νb̄)

t(→ `νb)W (→ `ν)+ > 1 jet

Because of the presence of the final state neutrinos, both these reactions will produce
in the detector significant amounts of missing transverse energy. This feature should
be absent in signal events, which, at leading order, have no neutrinos in the final
state, and therefore no source of true missing transverse energy.

This can be seen in Figure 4.19 (left) where the Particle Flow missing transverse
energy (PFE/T) distribution is shown for three hypothetical signal masses (300, 400,
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Figure 4.19. Missing transverse energy variables after loose kinematic cuts in the 2-tag cat-
egory: Particle Flow Missing ET (left) and missing transverse energy significance (right).
Figures compare the shapes obtained in signal events (red shades) for three hypothet-
ical masses (300, 400, and 500 GeV) to the ones obtained on events containing top
quarks (blue shade). All distributions are normalized to unit area. Top events have a
large overflow in both cases.

and 500 GeV), compared to what is obtained on top events. In general, one can
observe that:

• top-quark events have larger values of PFE/T than signal events;

• the average amount of PFE/T in signal events increases with the Higgs boson
mass.

The latter effect is easily explained: the main source of missing transverse energy
in signal events is constitued by resolution effects, in large part originating from
the reconstruction of the hadronic decay of the Z boson. As the decaying Higgs
boson becomes heavier, the average energy of the decay products will be larger, so
that the absolute uncertainty on the jet momentum evaluation will increase, which
mirrors in higher values of PFE/T. This implies that if one would base a selection
on PFE/T, for instance requiring events to present a level of PFE/T not larger than
a given threshold, the loss in signal efficiency would increase with the signal mass.
This is far from ideal, for non-resonant backgrounds are expected to have a larger
contribution at lower invariant masses, for energetic considerations.

A more performant approach is that of considering the significance of the recon-
structed PFE/T. This is done by defining a likelihood-ratio discriminant λ, which,
through the knowledge of the expected resolutions on the event’s reconstructed
jets, compares the hypothesis that the event presents a true missing transverse
energy (E/T) equal to the measured PFE/T, to the null hypothesis (E/T = 0). The
distribution of 2 lnλ is shown in Figure 4.19 (right), for signal and top events. As
can be seen, the signal distribution is barely sensitive to the value of the Higgs mass.

We therefore introduce an additional requirement, in the 2-tag category only,
that the event PFE/T satisfies the requirement 2 lnλ < 10. This ensures high
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Figure 4.20. Missing transverse energy significance (2 lnλ) distribution in events passing
the analysis preselection in 4.6 fb−1 of 2011 data, compared to the expected contribution
of the dominant backgrounds in the simulation. The distribution for events coming from
a 400 GeV Higgs boson decay, enhanced by a factor 100, is superimposed.

efficiency (> 97%) on signal events, and is expected to reject more than 50% of
the top background. The observed distribution of 2 lnλ on 4.6 fb−1 of data passing
preselection requirements is shown in Figure 4.20.

4.8 Summary of Selection Requirements and Yields
Table 4.8 summarizes the selection requirements for the H→ ZZ→ `+`−qq̄ analysis.
The main discrimination power is provided by the angular likelihood discriminant:
events are required to satisfy a threshold which depends on the reconstructed Higgs
invariant mass, as shown in the table. The dependance on the Higgs mass is
different in the three categories, as found in the optimization procedure described in
Section 4.6. Additional selections are enforced in specific categories only: namely

Table 4.8. Summary of selection requirements in the H→ ZZ→ `+`−qq̄ analysis, split in
the three analysis categories. The angular likelihood discriminant (aLD) requirement
depends on the reconstructed Higgs boson candidate mass (mH). The quark-gluon
likelihood discriminant (QG LD) and PFE/T significance (2 lnλ) are enforced respectively
only in the 0 b-tag and the 2 b-tag categories.

0 b-tag 1 b-tag 2 b-tag
Lepton HLT/ID/Isolation and pT > 40/20 GeV

Jet pT > 30 GeV and |η| < 2.4
70 < m`` < 110 GeV
75 < mjj < 105 GeV

Kinematic fit to the decay chain
aLD > 0.00025 ·mH + 0.55 aLD > 0.000656 ·mH + 0.302 aLD > 0.5

QG LD > 0.1 2 lnλ < 10
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Table 4.9. List of expected background and signal yields with 1 fb−1 of data after all
selections and within the ZZ invariant range 183÷ 800 GeV.

0 b-tag [events·fb] 1 b-tag [events·fb] 2 b-tag [events·fb]
µ−µ+jj background 350.4± 5.9 345.2± 6.0 22.2± 1.6
e−e+jj background 279.9± 5.2 286.4± 5.4 21.9± 1.6

200 GeV 2.80 ± 0.40 3.56 ± 0.51 0.78 ± 0.21
250 GeV 5.67 ± 0.80 5.06 ± 0.71 1.60 ± 0.42
300 GeV 6.18 ± 0.88 5.26 ± 0.73 1.90 ± 0.50
350 GeV 6.84 ± 1.00 5.87 ± 0.84 2.31 ± 0.60
400 GeV 5.65 ± 0.81 5.00 ± 0.69 2.10 ± 0.53
450 GeV 3.76 ± 0.56 3.47 ± 0.49 1.54 ± 0.38
500 GeV 2.36 ± 0.36 2.27 ± 0.33 1.04 ± 0.26
550 GeV 1.45 ± 0.23 1.46 ± 0.23 0.69 ± 0.17
600 GeV 0.59 ± 0.15 0.61 ± 0.15 0.29 ± 0.11

the quark-gluon discrimination requirement in the 0-tag category, and the PFE/T
significance (2 lnλ) requirement in the 2-tag category.

Table 4.9 summarizes the total expected yields per fb−1 of integrated luminosity,
in the three b-tag categories, for background processes and for nine hypothetical
Higgs boson masses. Yields are integrated over the full analyzed invariant mass
range 183÷ 800 GeV. Uncertainties derive from Monte Carlo statistics.

Tables 4.10, 4.11 and 4.12 instead show, respectively for the three b-tag categories,
the expected yields and signal efficiencies per fb−1 of integrated luminosity in the
-6%/+10% mlljj range about the nominal Higgs boson mass, for six hypothetical
signal masses. Expected event yields in the electron and muon channel are quoted
separately. Backgrounds are here shown broken up in their different contributions.

4.9 Background Estimation

As the adopted event selection does not depend in any way on the hypothetical Higgs
boson mass, but rather on the reconstructed dilepton-dĳet invariant mass mlljj ,
after the final selection is applied to the data we have a total six mlljj distributions,
one per b-tag category (0,1,2) times one per lepton flavour (e, µ). We analyze
these distributions for different hypothetical Higgs boson signals, as the selection is
expected to yield different efficiencies for different hypothetical Higgs masses. The
distribution of background events, though, is unique in each channel.

We do not intend to fully rely on the simulation to estimate the expected
background yields after applying the event selection, therefore we measure the
background directly from the data. This is done by analyzing the dĳet invariant
mass (mjj) in an extended range, and splitting events in two separate regions:

• events which pass the nominal selection (75 < mjj < 105 GeV) are placed in
the signal region, and are of interest for the final analysis results;
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Table 4.10. Expected yields of signal (signal efficiency is shown in parentheses) and
background with 1 fb−1 based on simulation in the 0-tag category. In each case the two
numbers show 2e2j/2µ2j expectations. For each considered signal mass (mH), events
are counted only in the -6%/+10% window about the nominal Higgs mass.

mH [GeV] Signal Z+Jets Diboson tt̄/tW Total BG
250 2.2/2.5 (2.1%/2.3%) 81/99 2.8/3.2 0.92/0.97 85/105
300 2.4/2.5 (3.0%/3.1%) 40/53 1.7/2.4 0.25/0.36 42/55
350 2.5/2.5 (3.4%/3.5%) 21/28 1.3/1.5 0.11/0.1 23/29
400 1.8/1.8 (3.3%/3.3%) 11/15 0.74/0.84 0.0076/0.079 12/16
450 1.1/1.1 (2.9%/3.0%) 8.3/7.4 0.59/0.55 0.03/0.0067 8.9/8
500 0.61/0.67 (2.6%/2.9%) 3.3/3.7 0.32/0.4 0/0.0046 3.6/4.1

Table 4.11. Expected yields of signal (signal efficiency is shown in parentheses) and
background with 1 fb−1 based on simulation in the 1 b-tag category. In each case the two
numbers show 2e2j/2µ2j expectations. For each considered signal mass (mH), events
are counted only in the -6%/+10% window about the nominal Higgs mass.

mH [GeV] Signal Z+Jets Diboson tt̄/tW Total BG
250 1.7/1.9 (1.6%/1.8%) 69/81 2.4/3 7.4/8.4 79/93
300 1.7/1.9 (2.1%/2.4%) 39/48 1.7/1.9 2.8/3.8 44/54
350 1.9/2.1 (2.6%/2.83%) 23/30 0.91/1.2 1/0.93 25/32
400 1.5/1.6 (2.6%/2.8%) 14/19 0.71/0.75 0.34/0.23 15/20
450 0.93/0.98 (2.6%/2.7%) 11/11 0.43/0.5 0.18/0.026 12/11
500 0.55/0.58 (2.4%/2.5%) 7.6/5.6 0.36/0.49 0.065/0.051 8/6.1

Table 4.12. Expected yields of signal (signal efficiency is shown in parentheses) and
background with 1 fb−1 based on simulation in the 2-tag category. In each case the two
numbers show 2e2j/2µ2j expectations. For each considered signal mass (mH), events
are counted only in the -6%/+10% window about the nominal Higgs mass.

mH [GeV] Signal Z+Jets Diboson tt̄/tW Total BG
250 0.71/0.79 (0.66%/0.74%) 5.3/4.8 0.41/0.35 1.2/1.2 6.8/6.3
300 0.82/0.8 (1.0%/1.0%) 2.7/3.1 0.26/0.33 0.48/0.76 3.4/4.2
350 0.9/0.95 (1.2%/1.3%) 1.3/1.5 0.2/0.22 0.14/0.19 1.7/1.9
400 0.7/0.74 (1.3%/1.3%) 0.45/1.3 0.1/0.16 0.022/0.0084 0.58/1.5
450 0.46/0.49 (1.3%/1.3%) 0.63/1.3 0.097/0.16 0.0042/0.048 0.73/1.5
500 0.29/0.3 (1.3%/1.3%) 0.87/0.8 0.1/0.089 0/0.062 0.97/0.95
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Figure 4.21. Distributions of the dilepton-dĳet invariant mass (mlljj) for events in the
sideband region in the three categories: 0-tag on the left, 1-tag in the center, 2-tag on
the right. Events passing the selection in 4.6 fb−1 of 2011 data are compared to the
expected contribution of the dominant backgrounds in the simulation.

• events which fail the analysis selection because of the value of mjj are kept if
they lie in the broader invariant mass interval of 60 < mjj < 130 GeV, and
define the sideband region.

The thresholds which define the sideband region are the result of a compromise:
they are tight enough to ensure that the kinematics of sideband events is similar to
the ones in the signal region, and wide enough so that the available amount of data
is comparable in the two regions.

As Higgs events present the hadronic decay of a Z boson, the sideband region
is reasonably depleted of signal. On the other hand, most of the backgrounds are
not resonant in the dĳet invariant mass variable (the only exception is the direct Z
pair production), and are therefore expected to populate the signal and sideband
region in similar fashion. Figure 4.21 shows the obtained sideband region mlljj

distributions for the three b-tag categories: data from 4.6 fb−1 of 2011 collisions are
compared to the expected contribution of the dominant backgrounds.

Even if the event kinematics, and therefore the resulting mlljj distributions, are
similar between the signal and sideband regions, they are not identical. In order
to use sideband events to estimate the background yield in the signal region, the
former have to be corrected to take into account this difference. This is done by
accessing the Monte Carlo simulation: for each b-tag category, the shapes of the
mlljj distributions in the signal and sideband regions are compared, and a bin-to-bin
ratio α(mlljj) is computed. The value of α(mlljj), in the three b-tag categories, is
shown in Figure 4.22: it is not very different from unity, therefore the entity of the
correction (and of the possible uncertainty it implies) is small.

The comptutation of the α ratio enables us to estimate the number of background
events Nbkg at a given mlljj invariant mass. This is done by taking the number of
observed events in the data sidebands (Nsb) and correcting it with the following
formula:

Nbkg(mlljj) = Nsb(mlljj)×
NMC

bkg (mlljj)
NMC

sb (mlljj)
≡ Nsb(mlljj)× α(mlljj)

where the corresponding Monte Carlo yields are indicated with a superscript.
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Figure 4.22. Sideband region correction factor (α) as a function of the reconstructed
dilepton-dĳet invariant mass (mlljj) in the three b-tag categories: 0-tag (red circles),
1-tag (blue squares), 2-tag (green triangles).

The resulting α-corrected mlljj sideband distribution constitutes our data-driven
estimate of the signal region background yield. In order to minimize the effect of
statistical fluctuations originating from the limited amount of data, the distribution
is fitted with an empirical functional form, which was found to successfully describe
the shape obtained on the simulation: the product of a Fermi-Dirac, for the steep
low-mass turn-on, and a Crystal-Ball function, for the kinematical peak around
200 GeV and the high-mass tail.

The function has a total of six floating parameters: two from the Fermi-Dirac
function (the equivalent temperature and the position of the transition), and four
from the Crystal-Ball (the mean and width of the gaussian, the gaussian/power-law
transition position, and the exponent of the power-law) . The function is used in an
unbinned, maximum-likelihood fit to the sideband distribution in the simulation,
with all parameters free to vary, taking advantage of the high number of available
Monte Carlo events. It is then fitted to the the sideband distribution observed in the
data, but only two Crystal-Ball parameters are kept floating in the fit procedure (the
gaussian width and the power-law exponent), whereas all other parameters are fixed
to the values obtained on the simulation.

The results of the unbinned, maximum-likelihood fits to the α-corrected mlljj

sideband distribution are shown in Figure 4.23: 0 b-tag category on the top, 1 b-tag
in the middle, and 2 b-tag on the bottom. Plots on the left (right) column are in
linear (logarithmic) scale. The result of the fit is shown with a blue curve, and
68% (95%) fit uncertainty bands are shown with a green (yellow) shade. These
represent the background estimate for the signal region events in the three b-tag
categories, as will be shown in Chapter 6.
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Figure 4.23. Results of the unbinned, maximum-likelihood fits to the alpha-corrected data
sidebands: 0 b-tag category on the top, 1 b-tag in the middle, and 2 b-tag on the bottom.
Plots on the left (right) column are in linear (logarithmic) scale. The result of the fit
is shown with a blue curve, and 68% (95%) fit uncertainty bands are shown with a
green (yellow) shade.



Chapter 5

Systematic Uncertainties

This Chapter treats the possible sources of systematic uncertainties associated with
this measurement. As the background is estimated directly on the data, as shown in
the previous Chapter, and therefore has a separate uncertainty, here we study only
effects which could affect signal efficiency. They include uncertainties on:

• lepton reconstruction;

• jet energy scale and resolution;

• pile-up effects;

• b-tagging;

• quark-gluon discrimination;

• missing transverse energy requirement;

• signal cross section;

• signal production mechanism;

• Higgs boson width modeling;

• LHC luminosity.

All of these aspects are treated separately throughout the Chapter. Table 5.1
summarizes the results: each source of uncertainty is shown associated to its estimated
effect on signal efficiency. Uncertainties are split in the three categories, when
applicable.
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Table 5.1. Summary of systematic uncertainties on signal efficiency, separated by source.
Uncertaintes common to all three b-tag categories are placed in the center column,
whereas sources which have different effects on the three categories are reported with
distinct contributions. See text for details.

Source 0 b-tag 1 b-tag 2 b-tag
Muon Reconstruction 2.7%
Electron Reconstruction 4.5%
Jet energy scale and resolution 1-5%
Pile-up 4%
b-tagging 3% 1% 20%
Quark-gluon discrimination 4.6% - -
Missing ET - - 3%
Higgs cross section 13-18%
Higgs Production (PDF) 3%
Higgs Production (HQT) 2% 5% 3%
Higgs Production (VBF) 1%
Higgs boson width 1-30%
Luminosity 4.5%
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5.1 Lepton Reconstruction
Systematic uncertainties originating from lepton trigger, reconstruction and identifi-
cation have been obtained directly on data, by measuring the relative efficiencies
with a tag-and-probe method [61] applied to leptons originating from the decay of a
Z boson. The efficiency of selecting a lepton object can be factorized as the product
of five separate efficiencies: tracking, reconstruction, identification, isolation and
trigger efficiencies. In formulas:

εlepton = εtracking · εRECO/tracking · εID/RECO · εISO/ID · εHLT/ISO
where all efficiencies are relative to the previous step, except for the tracking efficiency,
which here is assumed to be 100%. Each efficiency will be considered separately, in
the following.

Reconstruction efficiency measurements are summarized in Table 5.2 for mu-
ons (top) and electrons (bottom). It must be noted that for muons this includes
also identification efficiency. Isolation efficiencies are instead shown in Table 5.3 (for
electrons, identification is included in this step). As for trigger efficiencies, they have
been already shown in Tables 4.4 and 4.5.

Once the efficiency is measured in data and Monte Carlo events, a scale factor
can be defined, as the data to Monte Carlo efficiency ratio. These scale factors,
as we have seen in Section 4.1, are used to reweigh the Monte Carlo events, in
order to reproduce the efficiency which is observed in data. For each scale factor an
uncertainty σSF is provided, computed by propagating the single-efficiency errors.
We evaluate the corresponding systematic uncertainty as the difference in signal
yield in the -6%/+10% invariant mass window about the nominal Higgs boson mass
when varying the MC weighting factors by ±σSF . No significant mass dependance
has been observed.

Finally, the systematic uncertainty relative to the lepton momentum/energy
scale was evaluated. For muons, this was done by studying the signal efficiency
differences when varying the muon transverse momentum according to the function
described in [31]. A similar method was applied to evaluate the uncertainty relative
to the electron energy scale.

Final results on lepton systematic uncertainties are summarized in Table 5.4,
separated in the muon and electron channels. As the dielectron trigger was found to
be fully efficient in data, a conservative uncertainty of 1% has been adopted.

5.2 Jet Energy Scale and Resolution
The main uncertainty in jet reconstruction comes from the uncertainty on the jet
energy scale (JES). We evaluate this source of uncertainty by systematically shifting
all reconstructed jet transverse momenta by ±1 standard deviation of the measured
jet energy scale uncertainty. This will affect the selection efficiency because of the
jet pT and dĳet invariant mass requirements. Little modification is expected on the
reconstructed Higgs invariant mass shape because of the role of the kinematic fit to
the dĳet system. The resulting changes in signal efficiency are shown in Table 5.5,
for five hypothetical Higgs masses (200, 300, 400, 500, and 600 GeV). The amount
by which the signal efficiency changes due to the JES shift is taken as systematic
uncertainty, and is found to be of the order of 1÷ 5%.
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εRECO ∗ εID for muons

η coverage pT range [GeV] Efficiency [%] (Data) Data/MC ratio

|η| < 1.20 20-100 96.0± 0.1 0.996± 0.001
1.20 < |η| < 2.40 20-100 96.0± 0.1 0.986± 0.001

εRECO for electrons

η coverage pT range [GeV] Efficiency [%] (Data) Data/MC ratio

|η| < 0.80 20-100 97.7 ± 0.3 0.999± 0.005
0.80 < |η| < 1.44 20-100 94.2± 0.3 0.964± 0.003
1.44 < |η| < 1.57 20-100 96.0± 0.6 0.99± 0.04
1.57 < |η| < 2.0 20-100 95.1± 0.5 0.992± 0.006
2.0 < |η| < 2.5 20-100 93.6± 0.4 1.001± 0.006

Table 5.2. Reco/ID efficiency values in 2011 data.

εISO for muons

η coverage pT range [GeV] Efficiency [%] (Data) Data/MC ratio

|η| < 0.9 20-40 94.5± 0.5 0.987 ± 0.006
0.9 < |η| < 2.4 20-40 96.5± 0.4 0.995± 0.005
|η| < 0.9 40-100 98.7 ± 0.2 0.994± 0.002

0.9 < |η| < 2.4 40-100 99.2± 0.2 0.996± 0.002

εID ∗ εISO for electrons

η coverage pT range [GeV] Efficiency [%] (Data) Data/MC ratio

|η| < 1.5 20-40 91.6± 0.5 0.988± 0.006
1.5 < |η| < 2.5 20-40 83.1± 0.8 0.998± 0.011
|η| < 1.5 40-100 94.8± 0.2 0.988± 0.003

1.5 < |η| < 2.5 40-100 94.1± 0.3 1.016± 0.064

Table 5.3. Isolation (together with identification, for electrons) efficiency values in 2011
data.
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Muons Electrons
Reco-ID-isolation 0.8% 3.4%
HLT 2.0% 1.0%
momentum/energy scale 1.0% 3.0%

Table 5.4. Systematic uncertainties relative to lepton reconstruction and trigger, for the
muon and for the electron channel.

Table 5.5. Signal selection efficiency variations as a consequence of a systematic jet energy
scale (JES) shift, for five hypothetical Higgs boson masses (mH). The uncertainty is
due to the available MC statistics. The acceptance is defined on the full reconstructed
invariant mass range.

mH [GeV] central value JES +1σ JES −1σ systematics: +1σ,−1σ
200 0.058 ± 0.001 0.061 ± 0.001 0.054 ± 0.001 +5%, -7%
300 0.195 ± 0.002 0.198 ± 0.002 0.192 ± 0.002 +1%, -2%
400 0.266 ± 0.002 0.264 ± 0.002 0.266 ± 0.002 -1%, +0%
500 0.276 ± 0.002 0.269 ± 0.002 0.280 ± 0.002 -2%, +1%
600 0.255 ± 0.002 0.248 ± 0.002 0.260 ± 0.002 -3%, +2%

A similar procedure was employed to evaluate the systematic uncertainty due to
jet resolutions: an additional gaussian smearing factor was introduced to simulate
a worse jet transverse momentum resolution. The entity of the smearing is taken
from the recent jet energy resolution measurements [44], and are differential in jet
pseudorapidity, but all within 5%. The resulting effect on signal efficiency was found
to be negligible with respect to the effects related to jet energy scale.

5.3 Pile-Up
The presence of multiple proton-proton interactions in the same bunch-crossing (pile
up) affects the analysis in multiple ways. Signal efficiency may be modified primarily
by two sources:

• additional particles are clustered in jets, therefore modifying their reconstructed
quadrimomentum;

• a bias will be introduced in the lepton isolation variables, lowering the efficiency
of those requirements.

Both effects should be duly accounted for, as jets are corrected for pile-up on an
event-by-event basis with the L1 correction, and the loss in efficiency in lepton
isolation should be covered by the reweighing procedure with which Monte Carlo
events are corrected.

The residual source of uncertainty derives from the simulation of the overlaid
additional interactions, which might not correctly describe the topology of the
additional collisions in the data. In order to quantify this uncertainty, the Monte
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Figure 5.1. Variation in signal efficiency, for different Higgs boson masses, when modifying
the b-tagging scale factors by one standard deviation. Results are shown for the three
categories: 0-tag (blue), 1-tag (red), 2-tag (black).

Carlo samples were divided into two subsets: those with less or more than 7 pile-up
events, which is the mode of the distribution measured in the data. As an uncertainty
we take the difference in signal efficiency between the full sample and the two subsets.
Three mass points (200, 400 and 600 GeV) have been analysed, and the maximal
difference in signal efficiency was taken as uncertainty. It was found to be equal to
4%.

5.4 b-Tagging

As described in Section 4.5, Monte Carlo events are corrected on a jet-by-jet basis
in order to take into account the b-tagging efficiencies measured in the data. This is
done through the use of scale factors (SF), defined as the ratio between data and
Monte Carlo efficiencies. These scale factors have an uncertainty σSF , which mainly
depends on the limited amount of data available for these measurements.

We have taken as a systematic uncertainty relative to this method the observed
difference in signal yield when varying the b-tagging scale factors by ±σSF . The
results are shown in Figure 5.1, for the three b-tag categories, as a function of the
hypothetical Higgs boson mass. It must be noted that these variations are correlated,
as, for instance, a decrease in the 2-tag category yield will imply an increase in the
1-tag yield.

5.5 Quark-Gluon Discrimination

The quark-gluon discriminant is founded on general assumptions on the structure
and couplings of the QCD Lagrangian, yet does rely on the modeling of hadronization
done in the generator. Mismodelings of (light) quark hadronization, which affect the
chosen observables (jet multiplicities and transverse momentum distributions) would
alter the predicted signal efficiency of the selection. It is therefore important to verify
that the performance of the discriminant on quark jets is similar to expectations.
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Figure 5.2. Distributions of the quark-gluon discriminant in photon+jet events in three
transverse momentum ranges. The Monte Carlo distributions are normalized to the
integral of the data.
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Figure 5.3. Expected distributions of the quark-gluon discriminant for quark jets in three
transverse momentum ranges. The gluon contribution has been subtracted by accessing
the MC truth. The Monte Carlo distributions are normalized to the integral of the data.

A control sample is identified by photon+jet events, in which the leading jet
originates from light quarks in more than 90% of the cases. In order to contrast
the dominant background, constituted by QCD dĳet events in which one of the two
jets has fragmented mainly into a particle capable of creating a large energy deposit
in ECAL (such as a neutral pion), a stringent photon identification is needed. We
make use of the photon identification described in Section 3.4.2. In order to ensure
the absence of jets originated from b-quarks, events in which the leading jet has a
positive loose TCHE b-tag have been vetoed. The expected photon+jet purity of
this selection is of the order of 90% at high transverse momenta, and significantly
lower at low transverse momenta (reaching ∼ 50% at 20 GeV). It must be noted that
a background infiltration does dilute the quark component, but not dramatically, as
about 40% of jets in QCD events are originated from quark partons.

The shape of the quark-gluon discriminant obtained on photon+jet events, in
three different transverse momentum bins, is shown in Figure 5.2, where 191 pb−1

of data are compared to the simulation, and the latter is normalized to the signal
shape. The available amount of data decreases at lower transverse momenta because
of the presence of high prescales in the photon triggers. The observed shape of the
discriminant seems compatible with expectations, within the statistical precision
granted by the analyzed data.

We are interested in studying a possible effect on quark efficiency, so the gluon
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Table 5.6. Efficiencies of requiring the quark-gluon discriminant to be greater than 0.2 on
light quark jets, in data and MC, in three transverse momentum bins. The error on the
Monte Carlo efficiency if negligible if compared to the error on data.

Jet pT [GeV] MC efficiency Data efficiency
30÷ 50 93.2% (95.1± 3.3)%
50÷ 80 91.3% (91.1± 1.6)%
80÷ 120 91.8% (94.0± 0.8)%

Table 5.7. Fraction of leading and subleading jets which have a transverse momentum
falling the in the three considered ranges, for jets originating from the decay of a 250 GeV
Higgs boson.

30-50 GeV 50-80 GeV 80-120 GeV
Leading Jet 11% 64% 22%
Subleading Jet 68% 32% 2.3%

contribution has to be subtracted. The latter is isolated in the simulation by applying
a matching at MC truth level between jets and partons. Jets successfully matched
to gluons are hence subtracted both from data and MC. The gluon-subtracted
distributions are shown in Figure 5.3.

In order to evaluate the effect on signal efficiency, we have to simulate the effect
of cutting on the product of two jet’s likelihood, with similar kinematic properties
as those expected in the case of a heavy Higgs decay. It is not possible to isolate
a sample of photon+jet events with two highly quark-enriched jets with similar
kinematical properties as the ones expected from the decay of a heavy Higgs boson.
We will therefore have to simulate the effect of the decay kinematics, and will
proceed as follows. We choose a threshold of 0.2 on the single jet Q-G likelihood
distribution, as it is expected to provide an efficiency ε such that ε2 ≈ 85%, which is
the expected signal efficiency of the cut applied in the analysis. The efficiency of
this cut on quark jets is measured in data and MC by applying the requirement on
the gluon-subtracted distributions shown in Figure 5.3, and is reported in Table 5.6.

As no significant deviation is observed between the data and the MC prediction,
the uncertainty will originate from the statistical uncertainty of the comparisons.
Therefore, we expect the lowest transverse momentum bin (30-50 GeV) to play the
driving role. The kinematic properties of the jets in signal will depend on the mass
of the decaying Higgs boson, being on average harder as the mass increases. In
order to provide a conservative estimate of this systematic uncertainty, we have
considered the case of a relatively light mass Higgs boson, 250 GeV, where the weight
of the lowest pT bin is inflated. In the decay of a 250 GeV Higgs boson, the jets are
expected to populate the three transverse momentum bins as reported in Table 5.7.
We estimate the uncertainty U on the single jet as the average of the statistical error
in the three transverse momentum bins, weighted on the expected fractions:

U(jet) =
∑

xi∆i

where i = 1, 2, 3 are the three transverse momentum bins, xi is the fraction of jets
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Table 5.8. Summary of systematic uncertainties on signal acceptance deriving from parton
distribution functions. The table reports, in the different b-tag categories, for three
hypothetical mass points (200, 400, and 600 GeV) for the considered PDF sets (CT10,
MSTW2008NLO, NNPDF2.1), the expected effect on signal efficiency when modifying
the PDFs by ±1 standard deviation. The total uncertainty, at the bottom, is taken as
the envelop of the three sets.

mH = 200 GeV mH = 400 GeV mH = 600 GeV
0-tag 1-tag 2-tag 0-tag 1-tag 2-tag 0-tag 1-tag 2-tag

CT10 +0.7%
−3.7%

+0.9%
−3.7%

+1.3%
−4.6%

+0.8%
−3.5%

+0.5%
−3.3%

+0.9%
−4.0%

+0.4%
−2.6%

+0.4%
−3.4%

+0.7%
−4.3%

all categories +1.0%/− 3.9% +0.7%/− 3.4% +0.6%/− 4.1%

MSTW2008NLO −0.6%
−0.6%

+0.5%
−0.8%

+0.9%
−0.8%

+0.5%
−0.5%

+0.4%
−0.3%

+0.8%
−0.3%

−0.30%
−0.0%

+0.3%
−0.2%

+0.5%
−0.3%

all categories +0.6%/− 0.8% +0.5%/− 0.4% +0.4%/− 0.3%

NNPDF2.1 +1.8%
+0.3%

+1.7%
+0.1%

+2.2%
+0.0%

+1.4%
+0.0%

+1.4%
+0.3%

+1.5%
+0.1%

+0.7%
+0.1%

+1.1%
+0.3%

+1.6%
+0.3%

all categories +1.8%/+ 0.1% +1.3%/+ 0.2% +1.4%/+ 0.3%

Total +1.8%
−3.7%

+1.7%
−3.7%

+2.2%
−4.5%

+2.3%
−3.5%

+1.4%
−3.3%

+1.5%
−3.9%

+0.7%
−2.6%

+1.1%
−3.4%

+1.6%
−4.3%

all categories +1.8%/− 3.9% +1.3%/− 3.4% +1.4%/− 4.1%

which fall in the given bin, and ∆i is the statistical uncertainty of that bin. We find:

U(lead) = 22% ·
( 0.8%

94.0%

)
+ 64% ·

( 1.6%
91.1%

)
+ 11% ·

( 3.3%
95.1%

)
= 1.7%

U(sublead) = 2.3% ·
( 0.8%

94.0%

)
+ 32% ·

( 1.6%
91.1%

)
+ 68% ·

( 3.3%
95.1%

)
= 3.0%

We then take the product of the uncertainties of the two jets as an estimate of the
uncertainty on the cut of the product of the two likelihoods, and therefore find a
total systematic uncertainty of U(prod) = 4.6%.

5.6 Missing Transverse Energy
Missing transverse energy affects directly only the 2 b-tag category. The dominant
effects which could concur in generating uncertainty derive from the knowledge of
the rest of the event, such as jet energy reconstruction and pile-up. Therefore, most
of the related uncertainty should be covered by the studies presented in Sections 5.2
and 5.3. The adopted requirement on missing transverse energy significance is very
loose on signal events, and translates in a maximal inefficiency of 3%. We postulate
that the resulting uncertainty does not surpass this value.

5.7 Signal Production
The uncertainty on the signal may be divided in two categories: the uncertainty on
its overall cross section, and an uncertainty on the selection efficiency and acceptance
which stems from the uncertainty on its production mechanism. These two sources
will be investigated separately.
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Figure 5.4. Generated Higgs transverse momentum distributions using the nominal
POWHEG (yellow squares) generator and the HQT program (brown stars), for three
hypothetical Higgs boson masses: 200 (left), 400 (center), and 600 GeV (right).

5.7.1 Cross Section

The Higgs production cross section uncertainty depends on its production mechanism,
either gluon fusion (gg) or vector boson fusion (VBF). However, since the gluon fusion
mechanism dominates, it drives the total uncertainty. We use gg and VBF errors
separately and for each mass point according to the Yellow Report [65] prescription.
The total weighted error is in the range (13.4÷18.0)%. We note that this uncertainty
is relevant only for the measurement of the ratio to SM expectation R, while it does
not affect the absolute cross section measurement.

5.7.2 Acceptance

We identify three different sources of uncertainty on the acceptance of signal events:
limited knowledge of the proton parton distribution functions, missing higher orders
of perturbation theory in the Monte Carlo simulation, and the contribution of the
Vector Boson Fusion process. We will here treat only how these uncertainties affect
the analysis efficiency on signal events, as the effect on the signal cross section is
already included in what has been discussed in the previous Section.

The uncertainty related on the proton parton distribution functions (PDFs) is
evaluated following the PDF4LHC [10] recommendations. This is done by evaluating
the selection efficiencies (and the relative error sets) of three different sets of PDFs:
CT10 [63], MSTW2008NLO [70], NNPDF2.1 [17]. The corresponding uncertainty on
signal efficiency is then taken as the envelope of the three error bands, and translates
into a 2-4% effect, with a dependance on the Higgs mass and on the b-tag category,
as can be seen in Table 5.8 for 3 hypothetical Higgs boson masses (200, 400 and
600 GeV).

Missing higher orders in perturbation theory, which are not included in the POWHEG
NLO computation, may modify the Higgs production kinematics, and therefore affect
the selection efficiency. The related uncertainty was quantified through the use of
the HQT [20] program, which includes NNLL effects, and exhibits a modified Higgs
transverse momentum spectrum, as can be seen in Figure 5.4, where the generated
Higgs pT as obtained in POWHEG and HQT are compared, for three Higgs boson
masses. The POWHEG sample is reweighed in order to match the HQT spectrum,
and the corresponding deviation from the nominal signal efficiency is taken as



5.8 Higgs Width Modeling 107

Table 5.9. Summary of systematic uncertainties due to the Vector Boson Fusion production
mechanism. Both the difference in signal efficiency (∆eff ) between VBF and gluon fusion
is reported, and the corresponding uncertainty, which depends on the VBF fractional
contribution to the total Higgs cross section.

mH = 200 GeV mH = 400 GeV mH = 600 GeV
0-tag 1-tag 2-tag 0-tag 1-tag 2-tag 0-tag 1-tag 2-tag

∆eff 8% 4% 1% 7% 14% 15% 10% 20% 10%
total 7% 11% 13%
uncertainty 1% 0.5% 0.2% 0.5% 1% 1% 2% 4% 2%
total 0.9% 0.9% 2.4%

uncertainty. The effect was maximal for mH = 200 GeV, where the reweighing
translated into an efficiency drop of 2%, 5%, 3%, respectively for the 0-, 1-, and 2-tag
categories. At higher masses, POWHEG and HQT are found to be in better agreement,
and the deviation is found to be within 1%. Conservatively, the observed effect at
mH = 200 GeV was taken as systematic uncertainty for all masses.

Finally, the contribution of the Vector Boson Fusion (VBF) process to the Higgs
production is considered. Only the contribution of gluon fusion was considered during
the tuning of the analysis and the interpretation of the results, as it contributes to
about 90% of the total cross section over most of the mass range. A real signal,
though, would contain the correct mixture of all the production processes, and
therefore the VBF channel, which has in general different final state kinematics, may
modify the selection efficiency on signal. We evaluated the corresponding uncertainty
as the difference in acceptance between the two production processes, and multiplied
it by the expected VBF fractional contribution to the total cross section. The
results of this procedure are summarized in Table 5.9, for the considered masses of
200, 400, and 600 GeV. It must be noted that the increase in uncertainty at high
masses is driven by the increasing contribution of the VBF production process (recall
Figure 1.5).

5.8 Higgs Width Modeling
In our study the cross section for on-shell Higgs production and decay was made in
the zero-width approximation, and acceptance estimates are obtained with Monte
Carlo simulations that are based on ad-hoc Breit-Wigner distributions for describing
the Higgs boson propagation. Recent analyses show that the use of a QFT-consistent
Higgs propagator, allowing also for the off-shellness of the Higgs boson, dynamical
QCD scales and interference effects between Higgs signal and backgrounds will result,
at Higgs masses above 300 GeV, in a sizable effect on conventionally defined but
theoretically consistent parameters (mass and width) that describe the propagation
of an unstable Higgs boson [75, 65, 15]. These effects are estimated to amount to an
additional uncertainty (U) on the theoretical cross section which depends on the
Higgs boson mass (mH), and we evaluate it using the following formula:

U(mH) = 150% · (mH[TeV])3
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Table 5.10. Adopted uncertainty due to the Higgs boson width modeling at four specific
mass points.

Mass [GeV] Uncertainty
300 4%
400 10%
500 19%
600 32%

As can be seen this uncertainty is neglibigle for masses inferior to 300 GeV, but
grows rapidly with mass. Table 5.10 reports the value of this uncertainty at four
specific mass points.

5.9 LHC Luminosity
The uncertainty on the measured integrated luminosity is taken from the official
LHC recommendation [7]. The latest recommendation corresponds to an uncertainty
of 4.5%.



Chapter 6

Statistical Interpretation of
Results

The strategy adopted by the CMS collaboration is to search for the Standard Model
Higgs boson in a total of 173 mass points across the 114 ÷ 600 GeV invariant
mass range. This analysis has limited statistical power for masses below the ZZ
production threshold, therefore we will focus on the high-mass range 200÷ 600 GeV,
which comprises of a total of 73 mass points. In this Chapter we will describe how
we model the presence of a hypothetical Higgs signal, and the statistical methods
adopted to convert the analysis outcome into a statement on the Higgs boson’s
existence.

6.1 Modeling of the Signal
In each of the six analysis categories, the same mlljj invariant mass spectrum is
analyzed for numerous hypothetical Higgs boson signals, varying its postulated mass.
Because of computing limitations, though, we are not able to generate Monte Carlo
samples at each mass point in which we intend to perform a search. Rather, samples
equivalent to high integrated luminosities have been generated at a number of pivotal
mass points, where the behaviour of the expected signal is studied, and results are
interpolated at every intermediate mass point.

Two quantities need to be parametrized as a function of the Higgs boson mass:
the selection efficiency, and the shape of the expected signal. Figure 6.1 shows the
expected efficiency on signal events, for the three b-tag categories (0-tag on the top,
1-tag in the middle, 2-tag on the bottom) and the two lepton flavours (muons on
the left, electrons on the right). The red points represent the actual values obtained
on the generated Monte Carlo samples, the dashed blue line shows the result of a
polinomial fit to the points.

The modeling of the signal shape is done by subdividing signal events which pass
the analysis selection in two categories: those which have jets which are correctly
matched to the quarks originated in the Higgs boson decay (‘matched’ events), and
those in which an incorrect jet pair has been chosen by the selection algorithm,
because of signal self-combinatorics (‘unmatched’ events). This is done by accessing
the generator information in signal samples, and performing a matching between
the reconstructed jets and the generator quarks produced in the Higgs decay. The
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Figure 6.1. Parameterization of signal efficiency as a function of Higgs mass hypothesis in
0 b-tag (top), 1 b-tag (middle), 2 b-tag (bottom) categories and in the muon (left) and
electron (right) channels. The blue dashed curves represent the result of a polinomial fit
to the efficiency values.
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Figure 6.2. Distribution of the reconstructed dilepton-dĳet invariant mass (mlljj) for three
hypothetical Higgs boson signals (300 GeV on top, 400 GeV in the middle and 500 GeV
on the bottom) and in the three b-tag categories (0 b-tag on the left, 1 b-tag in the center
and 2 b-tag on the right). The spectra obtained on the simulation are shown with black
markers, and the results of the fit is shown which a continuous line. Contributions from
matched (yellow) and unmatched (violet) events are shown separately.
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reconstructed invariant mass distribution of matched events is parametrized with
a double Crystal-Ball function, in order to take into account detector resolutions.
Unmatched events are described with a triangle function smeared with a Crystal-
Ball, which was empyrically found to adeguately describe the shape observed in the
simulation. The sum of these two functions defines the adopted parametrization of
the shape of the invariant mass distribution of signal events.

In order to have a signal parametrization valid for any given Higgs mass, unbinned
maximimum-likelihood fits are performed to the invariant mass spectra obtained on
the simulation, for all the available mass points and separately in the three b-tag
categories. Examples of the results of such fits are shown in Figure 6.2, for three
hypothetical masses (300 GeV on top, 400 GeV in the middle and 500 GeV on the
bottom) and for the three b-tag categories (0 b-tag on the left, 1 b-tag in the center
and 2 b-tag on the right). An overall good agreement between the fit results and the
shape of the spectra is observed. Once the fits are performed at all of the mass points
made available by the Monte Carlo production, the values of the fit parameters are
studied as a function of the Higgs mass (mH), and are fitted with linear or quadratic
functions, so as to obtain a smooth dependance on mH.

6.2 Statistical Analysis

The observed dilepton-dĳet invariant mass spectra on 4.6 fb−1 of 2011 data, in
the six analysis categories, are shown in Figure 6.3: 0-tag on the top, 1-tag in
the center, 2-tag on the bottom. The contributions of the electronic (left) and
muonic (right) channels are shown separately. The data-driven estimate of the
background contribution, as extrapolated from the dĳet invariant mass sideband
region events (as described in Section 4.9), is overlaid as a blue line. The expected
contribution, in the simulation, of the dominant backgrounds, as well as of a 400 GeV
signal enhanced by 2, is shown as a comparison.

For each mass hypothesis, we perform a simultaneous likelihood fit of the six
mlljj distributions using the statistical approaches discussed in [46]. As the prime
method for reporting limits we use the CLs modified frequentist technique [77]. All
results are validated by using two independent sets of software tools, the RooStats
package [71] and L&S [30].

Based on the expected normalization and shape of the mlljj distribution, for
signal and background, and the corresponding systematic uncertainties, we generate
a large number of random pseudo-experiments. For each of them, the expected
background distribution is generated, a likelihood fit is performed, and an exclusion
limit is extracted. The median of the results is taken as central value of the expected
statistical power of the analysis, and the distribution is integrated to define 68% and
95% probability intervals about the median. These values are then compared to the
observed limit, which is obtained by the fit to the analyzed data.

Observed (markers) and expected (dashed line) exclusion limits on the product
of the Higgs boson production cross section and the branching fraction of H → ZZ
are presented in Figure 6.4 using the CLs technique. The expected limit also
shows the 68% and 95% probability ranges, respectively marked by a green and
a yellow shade. As a comparison, the expectation of the production cross section
times branching fraction are shown for the Standard Model (SM), and for an
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Figure 6.3. The dilepton-dĳet invariant mass after full selection in the six analysis
categories: 0-tag on the top, 1-tag in the center, 2-tag on the bottom. The contributions
of the electronic (left) and muonic (right) channels are shown separately. The data-
driven estimate of the background contribution is overlaid as a blue line. The expected
contribution, in the simulation, of the dominant backgrounds, as well as of a 400 GeV
signal enhanced by 2 (yellow), is shown as a comparison.
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Figure 6.4. Observed (markers) and expected (dashed line) 95% confidence level upper
limit on the product of the Higgs boson production cross section and the branching
fraction of H → ZZ using 4.6 fb−1 of data obtained with the CLs technique. The
68% and 95% ranges of expectation are also shown with green and yellow bands. The
expected product of the SM Higgs production cross section and the branching fraction
is shown as a red solid curve with a band indicating theoretical uncertainties at 68%.
The same expectation in the SM4 model are shown with the upper red curve, with a
band indicating theoretical uncertainties.
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Figure 6.5. Observed (dashed) and expected (solid) 95% confidence level upper limit on
the ratio of the Higgs boson production cross section to the SM expectation using 4.6 fb−1

of data obtained with the CLs technique. The 68% and 95% ranges of expectation
are also shown with green and yellow bands. The solid line at unity indicates the SM
expectation.

extensions of the latter (SM4), in which a fourth generation of massive fermions is
introduced [79, 67, 15]. The main difference from the SM Higgs production is that,
due to the couplings introduced by the additional fermions, the signal production
cross section is enhanced by a factor which varies between 8.3 and 4.8 for a Higgs
boson in the 200 ÷ 600 GeV mass range. We assume the main uncertainties on
the SM4 Higgs production cross section to be the same as for the gluon-fusion
mechanism in the Standard Model but with an additional 10% uncertainty due to
the electroweak radiative corrections. This additional uncertainty is added linearly
to uncertainties from QCD renormalization and factorization scales, PDFs, and αs.

We further incorporate uncertainties on the Higgs production cross section and
present a limit on the ratio of the SM Higgs boson production cross section to the
SM expectation in Figure 6.5: the observed limit (markers) is compared to the
expected one (dashed line), and the latter is provided of 68% (green) and 95% (yellow)
probability bands. This search alone, with 4.6 fb−1 of data, reaches the sensitivity
for a 95% confidence level exclusion of a Standard Model Higgs boson in two mass
ranges: 224÷226 and 360÷400 GeV. As can be seen the observed exclusion presents
a good degree of compatibility with expectations. The significant deviation from the
expected trend observed around 225 GeV been deeply scrutinized, and was found
compatible with a statistical fluctuation.

A similar limit on the ratio to the Higgs boson production cross section in the
SM4 model is shown in Figure 6.6. A range of SM4 Higgs mass hypotheses are
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Figure 6.6. Observed (dashed) and expected (solid) 95% confidence level upper limit
on the ratio of the Higgs boson production cross section to the expectation with the
SM4 model using 4.6 fb−1 of data obtained with the CLs technique. The 68% and 95%
ranges of expectation are also shown with green and yellow bands. The solid line at
unity indicates the SM4 expectation.



6.2 Statistical Analysis 117

excluded between 200 and 460 GeV at 95% confidence level.
Figure 6.7 summarizes the results of Higgs searches performed at CMS with up

to 4.7 fb−1 of data. The top plot shows the observed (solid) and expected (dashed)
95% confidence level upper limit on the ratio of the SM Higgs boson production
cross section to the SM expectation when combining all search analyses conducted
at CMS. The 68% and 95% ranges of expectation are also shown with green and
yellow bands. As can be seen, by combining all its search channels, CMS excludes
the presence of a Higgs boson in the 127 ÷ 600 GeV mass range, at 95% confidence
level. An intriguing excess of events is observed around 124 GeV.

The bottom plot emphasizes the role of the individual analyses: the sensitivity of
each search channel is shown separately, and the combination of them is shown with
a solid black line. In the high mass region, the H→ ZZ→ `+`−qq̄ channel (shown in
green) gives significant contributions to the exclusion limit, integrating the effort of
the H→ ZZ→ `+`−`+`−, H→ ZZ→ `+`−νν̄ and H→WW→ `+ν `−ν̄ analyses.
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Figure 6.7. Higgs search combination at CMS, with up to 4.7 fb−1 of data. Top:
observed (dashed) and expected (solid) 95% confidence level upper limit on the ratio
of the Higgs boson production cross section to the SM expectation using 4.6 fb−1 of
data obtained with the CLs technique. The 68% and 95% ranges of expectation are also
shown with green and yellow bands. The solid line at unity indicates the SM expectation.
Bottom: the contribution of single channels is shown separately with coloured lines, and
the combined exclusion is marked in black.



Chapter 7

Conclusions

We have presented a search for a massive Higgs boson in the decay channel H →
ZZ → `+`−qq̄. This channel presents jets in the final state, which threaten to
degrade the analysis performance both by worsening its mass resolution and by
increasing the possible sources of backgrounds. Therefore stringent requirements are
imposed on the jet reconstruction performance, as both an accurate calibration and
a good resolution on the measurement of their quadrimomenta are needed. This
is achieved by utilizing Particle Flow jet reconstruction, calibrated in situ with
photon+jet events. The resolution on the Higgs invariant mass is further boosted
by the application of a kinematic fit to the hadronic decay of the Z boson.

The analysis selection maximises the sensitivity to a presence of a Higgs boson
signal by pursuing two main directives:

• an angular analysis, to discriminate events compatible with the decay of a
scalar boson from non-resonant backgrounds;

• the use of jet parton flavour tagging as means of background rejection and
sensitivity maximization.

After applying the full selection on 4.6 fb−1 of data collected in 2011 by the CMS
detector, no evidence for the presence of a Standard Model Higgs boson has been
found, and we set upper limits on its production cross section, reaching sensitivity to
the Standard Model prediction in two mass ranges: 224÷226 and 360÷400 GeV. We
also constrain the presence of a Higgs boson in the context of an extended Standard
Model, in which a fourth generation of massive fermions is introduced, by excluding
it in the 200÷ 460 GeV mass range, at 95% confidence level. When combined to the
other searches performed at CMS, the Standard Model Higgs boson is excluded in a
broad mass range: between 127 and 600 GeV.

The procedure of jet energy scale and transverse momentum resolution measure-
ments with photon+jet events developed in the context of this thesis has become the
standard in CMS, and is currently still used to calibrate jets. Its results are now being
confronted closely and integrated by the measurements made with Z+jet events,
which suffer from a lower cross section but have orthogonal systematic uncertainties.
By combining these two measurements, we expect to reach a jet calibration precision
possibly better than 1% within the year.

The likelihood discriminator capable of recognizing jets originating from gluonic
or light quark partons also has been developed in the context of this thesis. It
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represents an innovative experimental technique, with a number of potential physics
applications. It is currently being further improved and additional control samples
on data are being scrutinized, in order to gain deeper insight on its performance on
gluon jets.

The definition of such a likelihood discriminator has been possible only thanks
to the Particle Flow jet reconstruction technique, which provides information on jet
composition at particle level. Studies of jet particle composition such as this open
new frontiers in the understanding of jets and QCD, and on an experimental side
offer a broad range of possible applications: particle-level comparisons between data
and the simulation are currently used in CMS as validations of the functioning of
the Particle Flow full event reconstruction; the possibility to reconstruct individually
all particles produced in a proton beam crossing enables the definition of jet energy
corrections which take into account pile up effects on an event-by-event basis; the
coordinate use of different subdetectors simplifies jet identification; the treatment
of infra-detector correlations improves the performance of charged lepton isolation
requirements.

The search for a massive Higgs boson in the H→ ZZ→ `+`−qq̄ decay channel
has given a significant contribution to the combined CMS effort in the high mass
region. With the increase of luminosity delivered by the LHC, the sensitivity of this
channel alone is expected to increase, but it will have to confront itself with the
search conducted in the H→ ZZ→ `+`−`+`− channel, which is soon expected to
become the dominant search channel in the high mass range. A similar analysis
strategy, though, could be exploited for the search of exotic, spin-2 particles, such as
the case of the graviton predicted in the context of small extra-dimension models [76].
An adapted angular likelihood, to take into account the different spin correlations,
would provide similar means of background discrimination.
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We shall not cease from exploration
And the end of all our exploring

Will be to arrive where we started
And know the place for the first time.

T.S. Eliot
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