Proposed exercise

Extract N random numbers distributed as an exponential function with lifetime $\tau$

Fill an histogram
Write the likelihood in the $L(t \mid \tau)$ in the binned and unbinned case


#### Abstract

N=100; x<-runif(N) ; x [1] 0.4050597100 .0280442540 .7585714490 .3829142530 .2319491280 .457176317 [7] 0.7366581520 .0380882070 .1042037740 .5132832880 .7423353600 .368812945 [13] 0.8989266500 .8849932840 .0299054240 .5108555470 .9767649890 .163296696 [19] 0.3129051390 .1721991520 .7892982600 .5187923780 .0767556120 .187093519 [25] 0.6131899970 .0075896160 .4760671480 .0913911220 .2546791650 .642145047 [31] 0.0681877240 .2131909980 .2843916200 .6525741040 .3759360000 .938753973 [37] 0.7686489920 .9340793730 .5765492950 .8223000840 .9633971880 .677318145 [43] 0.8041495160 .2781228750 .9184080460 .1616906660 .8162831140 .219679127 [49] 0.2475146790 .1443590270 .2388195770 .4991386320 .8015999540 .882881265 [55] 0.8173411590 .4848593400 .8651831910 .8660596580 .3750841230 .287952191 [61] 0.8322478170 .3925073370 .2926065020 .0182397980 .9800235830 .892270450 [67] 0.8432376370 .9276348000 .2040982720 .7635237590 .5459419530 .600462520 [73] 0.0788780910 .4455191780 .3759126470 .6143240380 .1947230710 .839467755 [79] 0.2650731220 .8705995050 .6967283590 .0859643460 .0045590650 .710412472 [85] 0.8245183290 .8688176090 .7301701020 .0163289600 .0875712260 .173662371 [91] 0.3677009280 .4913163230 .0855128070 .7383718630 .9776296440 .378448315 [97] 0.1944594940 .7542194290 .3766937830 .939928670


## Histogram of -log((1-x))



Rate measurement

$$
\begin{gathered}
L(\underline{n} / \lambda)=\prod_{i=1}^{N} \frac{e^{-\lambda} \lambda^{n_{i}}}{n_{i}!} \\
\ln L=\sum_{i=1}^{N}\left(-\lambda+n_{i} \ln \lambda-\ln n_{i}!\right) \\
\frac{\partial \ln L}{\partial \lambda}=-N+\sum_{i=1}^{N} \frac{n_{i}}{\lambda} \\
-\left.\frac{\partial^{2} \ln L}{\partial \lambda^{2}}\right|_{\lambda=\hat{\lambda}}=\frac{\sum_{i=1}^{N} n_{i}}{\lambda^{2}} \\
\hat{\lambda}=\frac{\sum_{i=1}^{N} n_{i}}{N} \quad \operatorname{Var}[\hat{\lambda}]=\frac{\hat{\lambda}^{2}}{\sum_{i=1}^{N} n_{i}}=\frac{\hat{\lambda}}{N} \\
\hat{r}=\frac{\hat{\lambda}}{\Delta t} \pm \frac{\sqrt{\hat{\lambda}}}{\sqrt{N} \Delta t}
\end{gathered}
$$

Lifetime measurement

$$
\begin{gathered}
L(\underline{t} / \tau)=\prod_{i=1}^{N} \frac{1}{\tau} e^{-t_{i} / \tau} \\
\ln L=\sum_{i=1}^{N}\left(-\ln \tau-\frac{t_{i}}{\tau}\right) \\
\frac{\partial \ln L}{\partial \tau}=-\frac{N}{\tau}+\frac{1}{\tau^{2}} \sum_{i=1}^{N} t_{i} \\
-\left.\frac{\partial^{2} \ln L}{\partial \tau^{2}}\right|_{\tau=\hat{\tau}}=-\frac{1}{\hat{\tau}^{2}}\left(N-2 \frac{\sum_{i=1}^{N} t_{i}}{\hat{\tau}}\right)=\frac{N}{\hat{\tau}^{2}} \\
\hat{\operatorname{Var}}[\hat{\tau}]=-\hat{\tau}^{2} \frac{\sum_{i=1}^{N} t_{i}}{N} \\
N-2 N
\end{gathered} \frac{\hat{\tau}^{2}}{N} .
$$

Gaussian measurement

$$
L(\underline{x} / \mu, \sigma)=\prod_{i=1}^{N} \frac{1}{\sqrt{2 \pi} \sigma_{i}} e^{-\frac{\left(x_{i}-\mu\right)^{2}}{2 \sigma_{i}^{2}}}
$$

Estimate $\mu$, known $\sigma$

$$
\begin{array}{r}
\frac{\partial \ln L}{\partial \mu}=\sum_{i} \frac{\left(x_{i}-\mu\right)}{\sigma_{i}^{2}} \\
-\frac{\partial^{2} \ln L}{\partial \mu^{2}}=\sum_{i} \frac{1}{\sigma_{i}^{2}} \\
\hat{\mu}=\frac{\sum_{i} \frac{x_{i}}{\sigma_{i}^{2}}}{\sum_{i} \frac{1}{\sigma_{i}^{2}}} \\
\operatorname{Var}[\hat{\mu}]=\frac{1}{\sum_{i} \frac{1}{\sigma_{i}^{2}}}
\end{array}
$$

## Gaussian measurement

$$
L(\underline{x} / \mu, \sigma)=\prod_{i=1}^{N} \frac{1}{\sqrt{2 \pi} \sigma_{i}} e^{-\frac{\left(x_{i}-\mu\right)^{2}}{2 \sigma_{i}^{2}}}
$$

Estimate $\sigma$, known $\mu$

$$
\begin{gathered}
\frac{\partial \ln L}{\partial \sigma}=-\frac{N}{\sigma}+\frac{\sum_{i}\left(x_{i}-\mu\right)^{2}}{\sigma^{3}} \\
+\frac{\partial^{2} \ln L}{\partial \sigma^{2}}=\frac{N}{\sigma^{2}}-3 \frac{\sum_{i}\left(x_{i}-\mu\right)^{2}}{\sigma^{4}} \\
\hat{\sigma^{2}}=\frac{\sum_{i}\left(x_{i}-\mu\right)^{2}}{N} \\
\operatorname{Var}[\hat{\sigma}]=\frac{\hat{\sigma}^{2}}{2 N}
\end{gathered}
$$

## Linear fit

- each measurement of $y_{i}$ is characterized by a gaussian pdf with a known variance $\sigma_{i}^{2} ;$
- the $x_{i}$ values are assumed to be known with no or negligible uncertainty ${ }^{26}$;
- the $y_{i}$ measurements are not correlated;
- we make the hypothesis that the two physics quantities $y$ and $x$ are related by

$$
y=m x+c
$$

where $m$ (the slope) and $c$ (the intercept) are free parameters we want to measure from the data.

$$
\begin{aligned}
L(\underline{y} / m, c) & =\prod_{i=1}^{N} \frac{1}{\sqrt{2 \pi} \sigma_{i}} e^{-\frac{\left(y_{i}-m x_{i}-c\right)^{2}}{2 \sigma_{i}^{2}}} \\
-2 \ln (\mathrm{~L})=\quad \chi^{2} & =\sum_{i=1}^{N} \frac{\left(y_{i}-m x_{i}-c\right)^{2}}{\sigma_{i}^{2}}
\end{aligned}
$$

that we have called $\chi^{2}$ since, within the hypotheses done and discussed above, it is a test statistics with a $\chi^{2}$ pdf with $N-2$ degrees of freedom.

Linear fit

Minimizing $X^{2}$

$$
\begin{aligned}
\overline{x^{2}} m+\bar{x} c & =\overline{x y} \\
\bar{x} m+c & =\bar{y}
\end{aligned}
$$

$$
\bar{z}=\frac{\sum_{i=1}^{N} \frac{z_{i}}{\sigma_{i}^{2}}}{\sum_{i=1}^{N} \frac{1}{\sigma_{i}^{2}}}
$$

$$
\begin{aligned}
\hat{m} & =\frac{\overline{x y}-\bar{x} \cdot \bar{y}}{\overline{x^{2}}-\bar{x}^{2}} \\
\hat{c} & =\frac{\overline{x^{2}} \cdot \bar{y}-\bar{x} \cdot \overline{x y}}{\overline{x^{2}}-\bar{x}^{2}}
\end{aligned}
$$

## Linear fit

The covariance matrix of the 2 parameters is determined evaluating first the Hessian matrix (see eq.125), and by inverting it with the usual methods of matrix inversions. The Fisher matrix is:

$$
\left(\begin{array}{cc}
\sum_{i} \frac{x_{i}^{2}}{\sigma_{i}^{2}} & \sum_{i} \frac{x_{i}}{\sigma_{i}^{2}} \\
\sum_{i} \frac{x_{i}}{\sigma_{i}^{2}} & \sum_{i} \frac{1}{\sigma_{i}^{2}}
\end{array}\right)
$$

and the covariance matrix is:

$$
\left(\begin{array}{cc}
\frac{1}{\sum_{i}\left(1 / \sigma_{i}^{2}\right) \operatorname{Var}[x]} & \frac{-\bar{x}}{\sum_{i}\left(1 / \frac{\left.\sigma_{i}^{2}\right) \operatorname{Var}[x]}{x^{2}}\right.} \\
\overline{\sum_{i}\left(1 / \sigma_{i}^{2}\right) \operatorname{Var}[x]} & \overline{\sum_{i}\left(1 / \sigma_{i}^{2}\right) \operatorname{Var}[x]}
\end{array}\right)
$$

where the variance of $x$ is not the uncertainty on $x$ but the lever arm of the fit, namely the spread of the $x$ values on the $x$ axis.

$$
\begin{aligned}
\sigma(\hat{m}) & =\frac{\sigma}{\sqrt{N} \sqrt{\operatorname{Var}[x]}} \\
\sigma(\hat{c}) & =\frac{\sqrt{\overline{x^{2}}} \sigma}{\sqrt{N} \sqrt{\operatorname{Var}[x]}} \\
\operatorname{cov}(\hat{m}, \hat{c}) & =-\frac{\sqrt{\bar{x}} \sigma}{\sqrt{N} \sqrt{\operatorname{Var}[x]}}
\end{aligned}
$$

Generic linear fit

$$
\begin{gathered}
y=f(x / \underline{\theta})=\sum_{k=1}^{M} \theta_{k} f_{k}(x) \\
\chi^{2}=\sum_{i=1}^{N} \frac{\left(y_{i}-\sum_{k} \theta_{k} f_{k}\left(x_{i}\right)\right)^{2}}{\sigma_{i}^{2}}=-2 \ln L
\end{gathered}
$$

M equations

$$
\begin{gathered}
\frac{\partial \chi^{2}}{\partial \theta_{j}}=\sum_{i} \frac{-2 f_{j}\left(x_{i}\right)\left(y_{i}-\sum_{k} \theta_{k} f_{k}\left(x_{i}\right)\right)}{\sigma_{i}^{2}}=0 \\
\sum_{k}\left[\sum_{i} \frac{f_{j}\left(x_{i}\right) f_{k}\left(x_{i}\right)}{\sigma_{i}^{2}}\right] \theta_{k}=\sum_{i} \frac{y_{i} f_{j}\left(x_{i}\right)}{\sigma_{i}^{2}} \\
\hat{\theta}_{k}=\sum_{i} \sum_{j} V_{k j} \frac{y_{i} f_{j}\left(x_{i}\right)}{\sigma_{i}^{2}}
\end{gathered}
$$

Generic linear fit
i runs on events
j,k on coefficients

$$
\hat{\theta}_{k}=\sum_{i} \sum_{j} V_{k j} \frac{y_{i} f_{j}\left(x_{i}\right)}{\sigma_{i}^{2}}
$$

$\mathrm{V}_{\mathrm{kj}}$ covariance matrix of the parameters
$\underset{\text { Parameter coefficient }}{\text { matrix }} \quad\left(V^{-1}\right)_{k j}=\sum_{i} \frac{f_{k}\left(x_{i}\right) f_{j}\left(x_{i}\right)}{\sigma_{i}^{2}}$

Analytical solution


We define ${ }^{28} N_{s}$ and $N_{b}$ the total number of signal and background events respectively, $f_{s}(x / M)$ and $f_{b}(x / \underline{\alpha})$ the two functions of the mass $x$ describing the signal and background respectively. $f_{s}$ is assumed to be gaussian with mean $M$ and a width $\sigma$ assumed to be known ${ }^{29}$ :

$$
\begin{equation*}
f_{s}(x / M)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(x-M)^{2}}{2 \sigma^{2}}} \tag{184}
\end{equation*}
$$

$f_{b}$ is assumed to be a polynomial function ${ }^{30}, \underline{\alpha}$ being the vector of parameters describing the polynomial background (together with $N_{b}$ ). Both functions are normalized to 1. The parameters describing the background are free parameters and have to be evaluated by the fit or have to be known independently (e.g. from Montecarlo). However, since they have not a deep physical meaning they are called generically nuisance parameters. On the other hand $N_{s}$ and $M$ are the parameters we are interested in.

## Nuisance parameters

Let's consider first the unbinned case. The test statistics can be written as an extended likelihood ( $N$ is the number of events entering the histogram):

$$
L\left(\underline{x} / N_{s}, N_{b}, M, \underline{\alpha}\right)=\frac{e^{-\left(N_{s}+N_{b}\right)}\left(N_{s}+N_{b}\right)^{N}}{N!} \prod_{i=1}^{N}\left[N_{s} f_{s}\left(x_{i} / M\right)+N_{b} f_{b}\left(x_{i} / \underline{\alpha}\right)\right]
$$

For the histogram fit we have to define the signal and background contents $s_{i}$ and $b_{i}$ in each of the $M$ bins of width $\delta x$ :

$$
\begin{gathered}
s_{i}=N_{s} \int_{\overline{x_{i}}-\delta x / 2}^{\overline{x_{i}}+\delta x / 2} f_{s}(x / M) d x \\
b_{i}=N_{b} \int_{\overline{x_{i}}-\delta x / 2}^{\overline{x_{i}}+\delta x / 2} f_{b}(x / \underline{\alpha}) d x \\
L\left(\underline{n} / N_{s}, N_{b}, M, \underline{\alpha}\right)=\prod_{i=1}^{M} \frac{e^{-\left(s_{i}+b_{i}\right)}\left(s_{i}+b_{i}\right)^{n_{i}}}{n_{i}!}
\end{gathered}
$$

where $n_{i}$ is the experimental content in the bin $i$.

## Nuisance parameters

In both cases the minimization and the evaluation of the hessian matrix of this likelihood will be done numerically. As a result we'll have estimates of the 2 relevant parameters $N_{s}$ and $M$ and of the nuisance parameters. Moreover the value of $L$ at the minimum will be used for hypothesis test.

The possibility to move the nuisance parameters in the fit, allows to obtain a better agreement between data and theory at the expense of having larger uncertainties on the relevant parameters $N_{s}$ and $M$. Any knowledge of the nuisance parameters can be added in the likelihood as additional constraint. For example if $N_{b}$ is known to be $\overline{N_{b}} \pm \sigma\left(N_{b}\right)$ with a gaussian shape, an additional gaussian factor can be added to the likelihood forcing $N_{b}$ to stay within its gaussian limits. The lower is $\sigma\left(N_{b}\right)$ the lower will be its impact on the final uncertainties on $N_{s}$ and $M$. From this example we see that the method of the nuisance parameters can be used to include the evaluation of systematic uncertainties directly in the fit.

Proposed exercise

$$
\begin{aligned}
& X=-0.6,-0.2,0.2,0.6 \\
& Y(X)=5 \pm 2,3 \pm 1,5 \pm 1,8 \pm 2
\end{aligned}
$$

1) Find the best fit for $Y(X)=a+b X+c X^{2}$
2) Find the best estimate for $Y(1)$
3) Find the the uncertainty of the best estimate for $Y(1)$
4) Find the $p$-value for the best fit
5) Find the best fit and $p$-value for $Y(X)=a+b X$

## Hadron colliders



The proton is a complex object done by "partons": valence quarks / sea quarks / gluons
$\mathrm{s}=(\text { center of mass energy of interaction })^{2}$ $\hat{\mathbf{s}}=(\text { center of mass energy of elementary interaction })^{2}$ $\mathrm{e}^{+} \mathrm{e}^{-}$: interactions btw point-like particles with $\sqrt{ } \hat{\mathrm{s}} \approx \sqrt{s}$ pp: interactions btw point-like partons with $\sqrt{ } \hat{s} \ll \sqrt{ }$ s

$$
\text { Parton-parton collision: } \mathrm{a}+\mathrm{b} \rightarrow \mathrm{~d}+\mathrm{c} .
$$


$\mathrm{a}, \mathrm{b}=$ quarks or gluons;
$\mathrm{d}, \mathrm{c}=$ quarks, gluons, or leptons, vector bosons, ...; $x=$ fraction of proton momentum carried by each parton;
$\hat{\mathrm{s}}=$ parton-parton c.o.m.
energy $=\mathrm{x}_{1} \mathrm{x}_{2} \mathrm{~s}$ (see later);

Theoretical method: the factorization theorem

$$
d \sigma(p p \rightarrow c d)=\int_{0}^{1} d x_{1} d x_{2} \sum_{a, b} f_{a}\left(x_{1}, Q^{2}\right) f_{b}\left(x_{2}, Q^{2}\right) d \hat{\sigma}(a b \rightarrow c d)
$$

Two ingredients to predict pp cross-sections:

$$
\rightarrow \text { proton pdfs }\left(f_{a} \text { and } f_{b}\right)
$$

## parton-parton collisions - let's define the relevant variables <br> - Parton momentum fractions: $\mathrm{x}_{1}$ and $\mathrm{x}_{2}$ <br> $$
p_{1}=x_{1} P_{1}=x_{1} \frac{\sqrt{s}}{2}(1,0,0,1)
$$

- Assume no transverse momentum

$$
p_{2}=x_{2} P_{2}=x_{2} \frac{\sqrt{s}}{2}(1,0,0,-1)
$$

- Assume proton mass negligible

$$
\hat{s}=\left(p_{1}+p_{2}\right)^{2}=x_{1} x_{2} s
$$

- Rapidity: I evaluate the "velocity" of the parton system in the Lab frame:
- It measures how fast the parton

$$
\begin{aligned}
& \beta=\frac{p_{z}}{E}=\frac{\left(p_{1}+p_{2}\right)_{z}}{\left(p_{1}+p_{2}\right)_{E}}=\frac{x_{1}-x_{2}}{x_{1}+x_{2}} \\
& y=\frac{1}{2} \ln \frac{E+p_{z}}{E-p_{z}}=\frac{1}{2} \ln \frac{1+\beta}{1-\beta}=\frac{1}{2} \ln \frac{x_{1}}{x_{2}}
\end{aligned}
$$

c.o.m. frame moves along z

- Relation between parton rapidity and each single x:

$$
\begin{aligned}
& x_{1}=\sqrt{\frac{\hat{s}}{s}} e^{y} \\
& x_{2}=\sqrt{\frac{\hat{s}}{s}} e^{-y}
\end{aligned}
$$

## Rapidity limit for a resonance of mass M

- Suppose that we want to produce in a partonic interaction a resonance of mass $M$ then decaying to a given final state (e.g. $\mathrm{pp} \rightarrow \mathrm{Z}+\mathrm{X}$ with $\mathrm{Z} \rightarrow \mu \mu$. Limits in x and y of the collision ?
- Completely symmetric case: $\mathrm{x}_{1}=\mathrm{x}_{2}=\mathrm{x}$

$$
x^{2}=\frac{M^{2}}{s} ; x=\sqrt{\frac{M^{2}}{s}} ; e^{y}=1 ; y=0
$$

- Maximally asymmetric case: $\mathrm{x}_{1}=1, \mathrm{x}_{2}=\mathrm{x}_{\text {min }}$

$$
x_{1}=1 ; x_{2}=x_{\min }=\frac{M^{2}}{s} ; y_{\text {max }}=\frac{1}{2} \ln \frac{s}{M^{2}}
$$

- Z production at LHC, Tevatron and SpS

|  | LHC (14 TeV) | Tevatron (1.96 TeV) | SpS (560 GeV) |
| :--- | :--- | :--- | :--- |
| $\mathrm{x}_{\min }$ | $4.2 \times 10^{-5}$ | $2.1 \times 10^{-3}$ | 0.026 |
| $\mathrm{y}_{\max }$ | 5.03 | 3.07 | 1.82 |

## The $x-Q^{2}$ plane

$\rightarrow \mathrm{x}-\mathrm{Q}^{2}$ plane $\left(\mathrm{Q}^{2}=\mathrm{M}^{2}=\hat{\mathrm{s}}\right)$ c.o.m. energy of parton interaction. LHC vs. previous experiments showing where PDF are needed to interpret LHC results.
$\rightarrow$ NB pp vs. ppbar ppbar $\approx$ qqbar collider $\mathrm{pp} \approx$ gluon collider


