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In this dissertation, a measurement @P-violating effects in decays of neutrd
meson is presented. The data sample for this measurement consists of about 88 mil-
lion T'(4S) — BB decays collected between 1999 and 2002 withBABAR detector
at the PEP-II asymmetric-energy e~ collider, located at the Stanford Linear Acceler-
ator Center. One neutrd meson is fully reconstructed in théP eigenstates//i) K2,
P(29)KY, xa K2, andn.K?, or in the flavor eigenstate®™) =+ /p* /af and Jjp K*°
(K** — K*r~). The otherB meson is determined to be eitheB4 or a B°, at the time
of its decay, from the properties of its decay products. The proper Aimelapsed be-
tween the decay of the two mesons is determined by reconstructing their decay vertices,
and by measuring the distance between them. dTReasymmetry amplitudein2j is
determined by the distributions &t in events with a reconstructdél meson inCP eigen-
states. The detector resolution and tHéavor—tagging parameters are constrained by the
At distributions of events with a fully reconstructed flavor eigenstate. From a simultane-
ous maximum-likelihood fit to thé\¢ distributions of all selected events i and flavor
eigenstates, the value €h25 is measured to b& 755 + 0.074 (stat) 4 0.030 (syst). This
value is in agreement with the Standard Model prediction, and represents a successful test
of the Kobayashi-Maskawa mechanism(@? violation.
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Chapter 1

Introduction

Symmetries and conservation laws are an important aspect of physical theories. Search for
symmetries and symmetry violations in nature has been one of the major goals of particle physics

in the last fifty years.

Transformations that leave the laws of a theory unchanged are called symmetries of that theory.
For example, equations of motion in classical mechanics are invariant under spatial translations and
rotations as well as time translations. Laws of nature are valid in all regions of space and time.
For each symmetry of a theory, there is a conserved quantity as impliedtneRé theorem [1].

In classical mechanics, invariance under spatial translations and rotations result in conservation of
three-momentuny = m dz/dt¢ and angular momentuth = ¥ x 7, wherem is the mass and are

the coordinates of a particle. Similarly, conservation of endrdy a consequence of the invariance

of physical laws under time translations. In particle physics three discrete symniatreessversal

T, parity P, andcharge conjugatior(’, are of particular interest [2]. The effect of these transfor-
mations on momentury and spins of particles is illustrated in Figure 1.1I" changes the sign

of the time coordinatet(— —t) while P inverts the space coordinatesg - —z) of a particle.C
transforms a particle in its antiparticle by changing its electrical charge andaquthatum numbers

but leaves its space-time coordinates unchanged. Maxwell equations of electrodynamics are a good

example of invariance of classical physics laws under these transformation.

Invariance of classical mechanics and electrodynamics suggested the invariance of all inter-
actions under discrete transformations. This assumption was not supported, nor contradicted, by
experimental evidence. In 1956, T. D. Lee and C. N. Yang [3] suggested the possibility of invari-
ance underP being violated in weak interactions. They also discussed experimental methods to

observe the effects dP violation. Soon after in 1957, violation d? was observed in the nuclear



Figure 1.1: Transformation of momentystand spins, under discrete transformatios
T, andC.

B-decays of%Co nuclei [4] by C. Wuet al..

Measurement of neutrino helicity in 1958 by M. Goldhalggral. provided evidence ot”
violation in weak interactions [5]. They observed that electron neutrip@se left-handedd anti-
parallel top), while antineutrinos are right-handesg arallel top). This result was later confirmed
with the measurement of the helicity of muon neutringg6—8]. Transformation of neutrinos under
P andC'is shown schematically in Figure 1.2. Left-handed neutrimoare transformed by’ into
left-handed antineutrinog, which do not exist in nature. Therefore, theinvariance is maximally
violated.

Measurement of helicity also provided another evidencd’ofiolation. Since neutrinos are
left-handed, and antineutrinos right-handed, violatiod'asccurs simultaneously with violation of
P. Hence, the combined transformatiot was believed to be a symmetry of the weak interac-
tions. This assumption was certainly valid for neutrinos (see Figure 1.2), and was supported by
measurements of other physical observables such as cross sections and decay rates mediated by
weak interactions.

Violation of the CP symmetry was discovered in 1964 by J. Christenson, J. Cronin, V. Fitch,
and R. Turlay in the decays sfrangeparticles, known as kaons [9]. Existence(d@? violation is
particularly important, because it allows to distinguish unequivocally matter from antimatter.

Following the discovery of’P violation, M. Kobayashi and T. Maskawa proposed an elegant
explanation of this phenomenon [10] within the framework of what is nhow known as the Standard
Model of interactions in particle physics [11]. The Standard Model describes the hundreds of ob-
served elementary patrticles in terms of three generations of quarks and leptons, as well as the weak,

electromagnetic, and strong interactions between them. At the time of discovery, only two genera-
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Figure 1.2: Discrete transformation§ P, andCP for neutrinosy, and antineutrinog,.

Right-handed/, and left-handed’, (shaded areas) do not exist in nature and imply the
maximal violation ofC' and P in weak interactions.

tions of quarks were known: up quark)(and down quarkd) in the first generation, and strange
guark () in the second. The theory of weak interactions with these two generations could not ex-
plain the presence @fP violation. The model proposed by Kobayashi and Maskawa pointed out,
that existence of a third generation of quarks could accommodate, in an elegant and natural fashion,
the presence af'’P violation in weak interactions. The first member of the third generation, beauty
quark ), was discovered in 1977 [12, 13] while the discovery of the top quarllid not occur

until 1995 [14, 15].

The strength of the weak interactions between quarks is regulated by the complex coupling
constants that are parameterized as a function of three real parameters and one irreducible complex
phase. The magnitude 6f violating effects in the Standard Model is proportional to this complex
phase. Processes involving particles containing guark (kaons) or & quark (B mesons) can
exhibit CP violating effects. However, while the magnitude@® violation in kaons is of the order
O(1073), the predicted asymmetry in thig meson system is expected to be of the order of unity.

Violation of CP is also of great interest for modern theories of cosmology [16, 17]. According
to these theories, an equal amount of matter and antimatter was present in the early universe after
the Big Bang. Today, our universe exhibits a very large asymmetry between matter and antimatter.

There is basically no antimatter, and very little matter compared to photons:

N << N << N,
N~107" N,



with N, N, and.V,, respectively, the number of baryons, antibaryons, and photons in the universe
[18].

In our galaxy, the heavy primary cosmic-ray nuclei are invariably nuclei rather than antinuclei.
The existence of big masses of antimatter could be detected through intense emissi@ay®f
following the annihilation of such masses with the galactic matter. No such phenomenon has been
observed yet. The abundance of matter and the absence of antimatter is therefore one of the most
puzzling questions in modern cosmology. In 1967, Sakharov emphasized that three elements are

essential in any theory that attempts to explain the present cosmic matter-antimatter asymmetry [19]:
e processes that change the baryon number must occur;
e (CP can not be conserved in these processes; and
e they must proceed outside thermal equilibrium.

ThereforeCP violation is a key element in the understanding of our universe. Stu@yPofiolation
at the microscopic level of particle interactions could shed light on the abundance of matter over
antimatter. The predictedP violation in the Standard Model can not account for the absence
of antimatter, and is a hint that sources@p violation beyond the Standard Model are worth
probing [20, 21].

In this dissertation, a measurement of thE asymmetry amplitudein25 in the decays o3
mesons is presented. As mentioned earlier, the expected magnita#eweblation for kaons and
B mesons differ by three orders of magnitude. Therefore, this measurement is an important test of
the Standard Model, and represents the first observatiétiPotiolation beyond the kaon system.

This dissertation is organized as the following:

e The theory ofCP violation and theCP violating observables in the time evolution &f
mesons are discussed in Chapter 2.

e The experimental ingredients required for a time-dependent measuremé@ht ablation
with B mesons are discussed in Chapter 3. The key elements are 1) reconstrucion of
meson inCP and flavor eigenstates, 2) determination of the quark compositidhroésons

from their decay products, and 3) reconstruction of their decay vertices.

e The large data sample used in this analysis was produced at the PEP-II collider and recorded
with the BABAR detector. The main characteristics of PEP-11 @8ABAR are described in
Chapter 4.



Event selection and exclusive reconstructionBofmesons inCP and flavor eigenstates are

described in Chapter 5.

The flavor (quark composition) @B mesons can be determined by identifying leptons and
kaons in the final state. The flavor-tagging algorithm used in this analysis is described in
Chapter 6.

Reconstruction ofB decay vertices and the measurement of decay-time intervals are de-

scribed in Chapter 7.

Value ofsin2 is measured with a likelihood fit to the decay-time distribution®ahesons.

The fit procedure is described in Chapter 8.

The results of this analysis and the evaluation of the systematic uncertainty are discussed in
Chapter 9.

The discussion of the impact of this measurement, in terms of the Standard Model parameters,

and prospects for future measurements conclude this dissertation in Chapter 10.



Chapter 2

CP violation

In this chapter a brief outline af’P violation in the Standard Model of weak interactions is
presented. The discussion is mainly focused'Btrviolating effects in decays of thB mesons,
relevant for the analysis presented in this dissertation. An excellent discussion of all asgeets of
violation can be found in References [22, 23].

Section 2.1 begins by discussing the W& violation appears in the Lagrangian of a quantum
field theory. Violation ofCP symmetry occurs in field theories with complex coupling constants
in the Lagrangian, which cannot be removed by an arbitrary phase redefinition of the fields. A

complete discussion of this subject can be found in References [24—-26].

The inclusion ofCP violation in the Standard Model through the quark-mixing matrix, com-
monly known as the Cabibbo-Kobayashi-Maskawa (CKM) matrix, follows in Section 2.2. The
unitarity of this matrix is expressed as constraints among its elements and displayed graphically as

triangles in the complex plane, which are discussed in Section 2.3.

An excellent testing ground for the study@P violation and measurement of the CKM-matrix
elements is provided by neutrd mesons, described in Section 2.4. The phenomenon of flavor
oscillation, that occurs in systems of neuttamesons, is described in Section 2.4.1 and represents
an important ingredient for the analysis@P-violating effects.

As explained in Section 2.4.3, pairs B B mesons are produced in a coherent state, in decays
of the?'(45) resonance. The time evolution of this coherent state is described in Section 2.4.4.

Three types ofCP-violating effects are discussed in Section 2.4.5. One type is due to the
guantum mechanical interference between the decay amplituBlerasons ta@’'P eigenstates, and
the amplitude ofB° BP oscillation. This type ofCP violation is discussed in Section 2.4.6 and is

investigated in this thesis.



Finally, Section 2.5 concludes this Chapter with an overview ofRfgecay modes that can be
utilized to measure the complex parameter of the CKM matrix. In Section 2.5.2, it is shown how the
time-evolution of B mesons, decaying to theP-eigenstateB® — Jjy KU, offers a theoretically

clean measurement of tli&” asymmetrysin2/.

2.1 CP violation in field theories

Three discrete operations are potential symmetries of a field theory Lagrangian. Two of them,
parity andtime reversalare space-time transformations. Paifitychanges the sign of the space
coordinates,(t,x) — (t,—x), while time reversalT inverts the sign of the time coordinate,

(t,x) — (—t,x). A third discrete transformation, callezharge conjugationC is not related to
spacetime coordinates. This transformation interchanges particles and antiparticles. The combined
transformationCP replaces a particle with its antiparticles, and reverses its momentum and spin
(see Figure 1.1 and 1.2).

So far there is no experimental evidence for violatio®QiC, or T symmetries in electromag-
netic and strong interactions. On the contrary, violation of all these symmetries have been observed
in the weak interactions (Chapter 1).

A theory is invariant unde€P if its Lagrangianl satisfies the condition
CP L(t,7) CPT = L(t,—7) . (2.1)

In order to determine whether this requirement is met in a theory, one needs to know the transfor-
mation properties of the fields whiah depends upon [27]. Table 2.1 summarizes these properties
for the scalar, pseudoscalar, vector, and axial boson fields. Biica Lorentz scalar, it can only
depend on bilinear functions of fermion fieJd The properties of the bilinear terms are similar to

those for bosons, and are listed in Table 2.1 as well. Now, consider a simple interaction Lagrangian

Fermion bilinear Boson field’ P F P! CFCt CPFCP!
iy ScalarS*(t, 7) St(t,—-%) S~ (t,7) S (t,-7)

YyPP PseudoscalaP* (t,7) —P*(t,-%) P~ (t,¥) —P(t,—)

Py VectorViH(L,7) V(L —F)  —Vi(LF) —Vi(t—7)

@’Yﬂ% Axial A:— (ta 'f) _A:— (ta _f) A; (ta 'f) _A; (ta _f)

Table 2.1: Properties of charged boson fields and corresponding fermion bilinear termPu€ijer
andCP. v° and~* are the Dirac matrices.



L = aV (t,DHVI'(t, L) +b A (t,Z)A"(t,T) +
cV,F(t, Z) AP (t, &) + ¢ AL (t, Z)VI(t,T)

where the coupling constanisandb are real, while: is complex. UndeCP, L transforms as

CPLCP' = aV, (t,—-2)VFH(t,—F) + b A, (t,—F) A" (t,—F) +

V7 (b, —B) AP (1, —F) + ¢ A (t, D)V (t, —F) .

One observes that is invariant undelCP only if ¢ = ¢*, that is if all coupling constants are real.
Therefore, theories with complex coupling constants accommodate can accom@iBdédéation.
It must be said thaCP can be conserved in a theory with complex coupling constants. The

physical observables are invariant under global phase redefinitions of the fields, e.g.
+(4 = iov (4
VI (t, %) — eV, (1, 7).

These transformations can be used to absorb the phase of the complex coupling constants. A theory
is not invariant under th€P if after an arbitrary number of phase redefinitions of the fields, there

is still a complex coupling constant. This is shown explicitly in the next Section for the Lagrangian

of the Standard Model.

2.2 Kobayashi-Maskawa mechanism of'P violation

The Standard Model of particle physics [11] is a field theory, with local gauge symmetry
SU@B)c x SU(2)r, x U(1)y, and describes the strong, weak, and electromagnetic interactions
between the known elementary particles. The electromagnetic and weak interactions are discussed
in detail in References [25, 26], while a very good introduction to the strong interaction can be
found in Reference [28]. So far, there is no experimental evidencéRoviolation in strong and
electromagnetic interactions. Hence, the discussion here will focus on the weak interactions within
the Standard Model.

The fundamental ingredients of the Standard Model are six leptons and six quarks divided in
three generations. Each of these particles has an antiparticle, with the same mass but opposite elec-
trical charge anduantum number®.g. strangeness and beauty. Each quark generation, commonly

called a quark flavor, consists of three multiplets:

= (3,2)41/65 up = (3, 1)49/3 di = (3, )13, (2.2)



where(3,2),, ¢ denotes atriplet afU (3)c, doublet ofSU(2) , with hypercharge” = Q — T3 =
+1/6, and similarly for the other representations.

The interactions of quarks with thl/ (2) ;, gauge bosons are described by the Lagrangian
1 N
Ly = —ngii'y“TalijQijWﬁ + Hermitian conjugate , (2.3)

whereg is the weak coupling constant! operates in Lorentz space” operates ir6U(2), space,
and1 is the unit matrix operating in generation (flavor) space. This unit matrix is written explicitly
to make the transformation to mass eigenbasis clearer.
The Standard Model includes also a single Higgs scalar doubletdigl®) /.. The inter-
actions between the quarks and this field generate the fermion masses through the spontaneous
symmetry breaking mechanism [29]. The Lagrangian for these interactions is given by

Ly = —Gi;Q,¢df; — Fi;Qdupy; + He, (2.4)

whereG andF are generatomplex3 x 3 matrices. Their complex nature is the sourceC#t
violation in the Standard Model. Due to the non-zero expectation value of the Higgs field in the
vacuum,(¢) = 1/4/2(v,0), the spontaneous symmetry breaking transfoft&2); @ U(1)y in
U(1)gm, and the two components of the quark doublet become distinguishable, as are the three
members of théV* triplet. The charged current interaction in (2.3) is given by

1 J—

The mass terms for the quarks arise from the replace®e’) — \/g(v + H%) in (2.4) of the
¢ field near its minimum¢), and are given by

1 — 1 -
Ly = —\/;UGijdiidf%j - \/;UFUUEU%%J' +He., (2.6)
with
Md = GU/\/§, Mu - F’U/\/§ (27)

The quark fields in (2.2) are eigenstates of the weak interaction but do not correspond to the quark
states in nature with definite mass. This is commonly referred to as the mass eigenstates being
rotatedwith respect to the eigenstates of the weak interactions [30].

Since the two eigenbases are not identical, the mass maiigesnd M,, do not correspond
to the physical masses of the quarks. These matrices can be transformed to the mass eigenbasis by
defining four unitary matrices such that

VMV, =M v, M, V!, = mdieg, (2.8)
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whererIhag are diagonal and real, whiN,;, andV ,r are complex. In the mass basis the charged

current interactions (2.5) can be rewritten as
[ N
Lw =— §guLi'y VijdLjWM + h.c.. (2.9)

Here the quark fields are in the mass eigenbasis. The m¥trix VuLleL is the unitary mixing
matrix for three quark generations.

A unitary n xn complex matrix generally depends 2n? parameters. The condition of unitarity
reduces this number to a total of independent parameter. Using the properties of orthogonal

matrices, these parameters can be divided in

e in(n— 1) real angles, and

e n? — In(n — 1) = In(n + 1) complex phases

For n families of quarks, there argn quark fields. As stated earlier, physical observables are
invariant under phase redefinitions of the fields. One can rewve 1 of the complex phases by

redefining the quark fields. Therefore, there are

e in(n+1)— (2n — 1 = 3(n —1)(n — 2) ireducible complex phases

1
2
in the unitaryn x n complex matrix.

In case of the mass matrices, there are three real angles and six total complex phases. The
number of phases il is reduced by a transformation

V — V=P, VP, (2.10)

whereP,, andP, are diagonal matrices of pure complex phases. This is a legitimate transformation
and, as described in Section 2.1, corresponds to redefining the phases of the quark fields in the mass
eigenbasis:

qri — (Pg)ijarj, qri — (Pg)ijarj, (2.11)

which does not change the real diagonal mass ng . The five phase differences among the
elements ofP,, andP, can be chosen so that the transformation (2.10) eliminates five of the six
independent phases froM. The new matrixV is left with three real angles and one irreducible
complex phase. This phase is called the Kobayashi-Maskawa phasejfi@],and the mixing
matrix is called the Cabibbo-Kobayashi-Maskawa (CKM) matrix [10, 32].

It is important to note that the existence of the third generation of quarks is a necessary ingre-
dient for the presence of the complex phase, and therétBreiolation in the Standard Model. In
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a Standard Model with only two generations of quarks, the procedure described above removes all
the complex phases and thex 2 mixing matrix'V is left with only one real parameter which is the
Cabibbo angle. It was this observation that led Kobayashi and Maskawa to suggest a third quark
generation in 1973 long before the discovery of the beauty quarkil977 [12, 13] and of the top
quarkt in 1995 [14,15].

The presence of only one complex phase in the CKM model implies th@Palliolating effects
are closely related. Therefore different physical processes, such as decays of KaBnsmiasons,
can be used to probe the same sourc€@iviolation.

The CKM matrixV can be symbolically written as

Vud Vus Vub
Ve lve v V. (2.12)
Via Vis Vi

which explicitly shows the flavor-changing aspect of the weak interactions. Each eldémgnt
determines the amplitude of interactions between quarksidg;. The magnitude of all nine ele-
ments of this matrix have now been measured in the weak decays of hadrons containing the relevant
quarks, and in some cases in the deep inelastic neutrino—nucleon scattering [33]. The precision on
these elements reflects both the experimental limitations and the theoretical uncertainties associ-
ated with the imprecise knowledge of the hadronic quantities required to analyze the experimental
data [30]. Present knowledge of the magnitutig | of the matrix elements can be summarized
as [33]
0.9741 — 0.9756  0.219 — 0.226  0.0025 — 0.0048
IVI=1] 0219-0226 0.9732—0.9748 0.038 —0.044 | . (2.13)
0.004 — 0.014 0.037 — 0.044  0.9990 — 0.9993

where the values are t198% confidence limits onV;;|.

2.3 Unitarity of the CKM matrix

There are several parameterizations of the CKM ma#rithat exhibit its unitarity explicitly. A
clear and complete discussion of the parameterizations of the CKM matrix can be found in Refer-
ence [34].

One of these is considered commonly the “standard” parameterization [35] and utilizes three
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anglestio, 0-3, 013, and a complex phase= ok

€12€13 512€13 s1ze”"

_ i i
V = | —s12c23 — c12523513€"°  ciac23 — S12523513€" s23€13 | > (2.14)

)

4 s
512823 — C12€23513€"°  —C12523 — $12C23513€"  C23C13

with ¢;; = cosf;; ands;; = sin6;;, and indices;,j = 1,2,3 corresponding to the three quark
generations. In this parameterization, the angjgsire related to the amount of “mixing” between
two generationg andj. For exampled,» corresponds to the Cabibbo angle [32]. It can be shown

that eight conditions on the angles and the complex phase
0;#0,5, 0407, j=12.3, (2.15)

are necessary for havingP violation, in the Standard Model, with three quark generations [34].
The unitarity of V implies nine constraint between its elements. Three of these constraints are
relative to the elements of each row

‘Vud’2 + "/215’2 + H/ub‘2 = 1 s
Vel + Vs> 4+ [Val> = 1, (2.16)
Val® + Vel + IVal? = 1,

while the other six express the condition of orthogonality between any pair of rows or any pair
of columns of the matrix. A review of all these constraints is given in Reference [36]. The six
orthogonality conditions require the sum of three complex terms to vanish and can be represented
graphically as triangles in the complex plane [35, 37, 38]. All these triangles have the same area
|J]/2, with J = c12c23¢33512523513 sin 6. One observes that all eight conditions in (2.15) are unified

in the single requirement thdt # 0.

Three of these triangles, defined by

VuaVis + VedVes + ViaVis = 0, (2.17)
VausVigp + Ves Ve + Vis Vi, = 0, (2.18)
VuaViy + VeaVay + ViaVip, = 0, (2.19)

are very useful in understanding the Standard Model prediction§foviolation, and are shown in
Figure 2.1.

The length of the sides of these triangles can be measured from the decay rates of, respectively,
K = (5d), Bs = (bs), and B, = (bd) mesons.
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(@)

(b)

O

7-92 (C) 7204A4

Figure 2.1: The unitarity triangles defined by (2.17) in a), (2.18) in b), and (2.19) in c). The
same scale has been used for all triangles.

The size of the angles are proportional to the magnitudeébiriolating effects in the decays of,
respectively,iX, B,, and B; mesons. In case of th&€ and B; mesons, the experimental precision
needs to be high in order to be able to resolve the structure of the flat triangles.

On the contrary, the third triangle, related to tHg mesons, is expected to have large angles,
which result in largeCP-violating effects, discussed later in Section 2.5.2. The remainder of the
discussion is devoted 1OP violation in B; mesons, which, unless specified, are simply referred to
as B mesons. Similarly, Equation (2.19), illustrated in Figure 2.1c, is referred to as the “Unitarity
Triangle”.

It is customary to study the Unitarity Triangle with the Wolfenstein parametrization [39] of the

CKM matrix. In this parameterization, matr¥ is written as [35]

- A (-
V= A P AN +O(\, (2.20)
AN3(1 — p—in) —AN? 1

with A = |V,s| = 0.22 playing the role of the expansion parameter, ahg, andn real numbers
of the order of unity. The parameters of the standard parameterization (2.14) are related to the

Wolfenstein parameters in (2.20) by
s12= A, sa3= AN s13e7 0 = AN (p—in) . (2.22)

The CKM elements can be written in terms of the Wolfenstein parameters and, by using
relation (2.21), as
Vus = A, Ve = AA2; Vb = AA?)(/) - Z"I’}), (222)
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Via = AN*(1 = p — i), (2.23)
ImV,y=—A2X%n, ImV,, = —A\*y, (2.24)

with
p=p(1=2/2), 7=n(-x/2). (2.25)

These expressions are valid up@\°) corrections and turn out to be excellent approximations to
their exact expressions [40].

The rescaled Unitarity Triangle in Figure 2.2b is derived from (2.19) by dividing the lengths of
all sides byV.4V;, which, in the Wolfenstein parameterization, is a real number. Two vertices of the
rescaled Unitarity Triangle are thus fixed at (0,0) and (1,0), while the coordinates of the remaining
vertex are denoted by, 7). In the(p, 77) plane, the lengths of the sides of the triangle are given by

Vig Vip
o
Vi Vi o X
™ Via Vi
a)

Figure 2.2: (a) The Unitarity triangle as defined in relation (2.19), and (b) the rescaled
triangle, where all sides are divided by, V..

Vub
Veb

Via

2.26
Vol (2.26)

-9 =2 1_)\2/2 )2 72 1
Ry =p* 47" = ———— , Be=v(A-p)P 40 = 5

and can be measured experimentally. Similarly, the three anglésand~ are defined by

tstz [cdiz Lud[ *b
[ _ c = — Wl=g—-—a-0. 2.27
a = arg [ VoV , B =arg ViVt , Y= arg VeV T—a— ( )

Knowledge of the sides of the triangles allows to measure the angles. On the other hand, these
angles can be measured directly through observatiofifofviolation in several decays of thB
mesons. The consistency of the independent measurements provides an important test of the Stan-
dard Model.

Figure 2.3 shows the current indirect constraints on the position of the apex of the Unitarity

Triangle, from the measurements@P violation in kaons ¢x), oscillation frequencies i3° and
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B;s mesons Amg and Amy), and the ratigV,;/ Ve |. The measurement efn2/3 provides a direct

constraint on the position of the apex and is discussed in Section 10.2.

Am

Am_ & Amy,

| fitter : J

‘ ‘ i |

P

Figure 2.3: Existing constraints on the position of the apex of the Unitarity Triangle.

2.4 (P violation in B decays

The interest in the physics of tH& mesons lies in that several of their decays can be used to test
the paradigm of’P violation in the Standard Model. In particular some decays modes of néttral
mesons provide theoretically clean information about the angles of the Unitarity Triangle.

The B° mesons' are made out of & quark and an antiquari& and were first discovered in the
decays of the bound stal&4.S) = (bb) in 1977 [12, 13]. TheB® meson has also an isospin partner

LCharge conjugation is implied through out this discussion unless explicitly specified.
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B~ which contains & quark and a: antiquark. The masses and the lifetimes of thenesons are
summarized in Table 2.2.

Meson Masg MeV/c?)  Lifetime (ps)
BY = bd 52794+ 0.5 1.542 + 0.016
BT =bu 5279.04+0.5 1.674+0.018
BY = bs 5369.6 £2.4  1.461 £0.057

Table 2.2: Properties a8 mesons.

Two aspects of thé3® mesons are important for the study@P violation

1. Presence of final’P eigenstates accessible to bdf and B°.

2. Phenomenon a8’ BY oscillation that allows &B°) state at time; to becomé B°) at a later
timety > ¢1.

2.4.1 Phenomenology of"-B" oscillations

BY BY oscillations were first observed in 1987 by the ARGUS [42] and UA1 [41] collaborations.
The B? and B mesons have a definite quark composition and are therefore commonly called flavor
eigenstates. They, however, are not eigenstates of the weak interactions. Figure 2.4 shows the
diagram of the second-order weak interaction that allow’ameson to change its flavor, and
become aB°® meson. This process is commonly called & B° oscillation. The probability of
oscillation depends on the decay-time of tBeneson and is discussed in Section 2.4.4.

u,c,t
b > » > < > d
W W
d = A

Figure 2.4: Feynman diagram of the second-order weak interaction responsible for the
flavor oscillationB° — B°.
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The phenomenology of thB?- BV oscillation [43] is discussed in the framework of a two-state
guantum-mechanical system. In such a system, an arbitrary pair of linearly-independent states is
used to form a basis. For the self-conjugate system formed®yand aB’, there are three bases
of interest:

e Flavor eigenstatesB’) and|B°): physical states with definite quark structure and are pro-

duced as a consequence of the quark-level strong interactions.

e CP eigenstate$Bcp—1) and|Bop——_1): eigenstates of the théP operation

CP|Bcp—1) = +|Bcp=1)
CP|Bcp——1) = —|Bcp=—1)

e Mass eigenstatd®; ) and| By ): eigenstates of the full Hamiltonian and, hence, with definite
mass)M and decay widtfi' = 1/7. These states evolve in time in a definite fashion according
to

|Bp,t) = e Ttlem™Mit|p; + =) (2.28)
|By,t) = e TatemMul|By ¢ =0) . (2.29)

The B°-BP oscillation represents an example of the superposition principle in this two-state system.
The oscillation occurs because the flavor and mass eigenstates are not identical, as discussed below.
SinceCP is not a good symmetry of the Hamiltonian, thatG¥>, H] # 0, theCP eigenstates could
be different from the mass eigenstates and, therefore, from the flavor eigenstates.

In order to see the relation between the mass and flavor eigenstates, consider an arbitrary linear
combination of the flavor eigenstates,

) = a|B%) + b|BY), (2.30)
which is governed by a time-dependent Sehinger equation

x
dt

TN R Y S (2.31)

b 277\ '
whereH is the Hamiltonian, an®I andI" are2 x 2 complex matrices. Conservation of probability
requiresH to be a unitary matrix. This implies th& andT’ be Hermitian, that idM = M and
I' = I'f. Under the assumption @ PT invariance,C PT invariance, assumed throughout this

discussion, guarantees thdt; = Hoo.
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The expression of matricéel andTI’, in second-order perturbation theory, is given by
1
AB=2 HAB=1 AB=1
Mij = mpdy + (i[Hiy”~"[j) + PZ p— ) (| Hiy” =" [7)

Ty = 2%25 )(i| HipP= 1|n><”|HAB ")

The virtual (off-shell) intermediate states contributéo while those contributing t&' are physical
states (on-shell) to which both? andB® can decay. The off-diagonal terms;; andl;; are called,
respectively, the dispersive and the absorptive transition amplitude beffeand B° states, and
play an important role it’P-violating effects.

SinceH is not Hermitian solving the eigenvalue equatili)) = A|) yields two complex

solutions

)\i == M - §F - \/(M12 - 5F12)(Mf2 - §F12) (232)

withT' =T'1; =I'y2 andM = My = M. Itis customary to define the mass differenker,; and
decay width differencé\I’ (I' = 1/7) as

Amg=mpg —mp = Re(Ay — A) (2.33)
AT =Ty —Tp =2Im(Ay — A2) (2.34)

to deduce the following relations from (2.32)
2 1 2 2 1 2
(Amg)” — Z(AF) = 4(|M12|” — 1|F12| ), (2.35)
AmdAF = 4R€(M12F>{2). (236)
The mass eigenstates can then be expressed as
|BL) = p|B°) +q|B°), (2:37)
|Bu) = plB°) —q|B°), (2:38)

with the complex coefficientg andp defined as

i i
p = \/(Mu = 5l12) (M — 5T2) (2.39)

iflg) ) (2.40)

= (M* —
q (122

obeying the normalization condition
lal* + [p|* = 1. (2.41)
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Although bothg andp are complex, the phase of eigenstgtBg) and|By) can be redefined
in order to make one betweenandp real. Only the phase difference between them is physically
meaningful. This can be stated explicitly by defining the ratio

NIy _ Amg— AT 2(Mj, — 4TY) (2.42)

q
D /M12 _ %F12 Q(Mlg — %Flg) Amd — %AF

Its magnitud€q/p|, and the complex phaseg(q/p) have physical significance, as discussed later
in Section 2.4.5.

Relations (2.35), (2.36), and (2.42) can be further simplified by the following considerations.
The differenceAT is produced by decay channels commom3band B°, e.g. B®, B — DD.
Typically, these decay modes are at least CKM suppressed, and their branching fractions are of the
orderO(10~3) or below. Although not measured ye\[ is expected to be negligible [44]

AT/T < O(1072). (2.43)

Hence Al'p, < I'g, is a rather safe and model independent assumption [45].
The value ofAmyg, on the other hand, is known with high precision [33]. It's common to give

the result in terms of

xq = Amg/T = 0.73 £ 0.05. (2.44)

From (2.43) and (2.44) one concludes that
Al' < Amyg (2.45)

that is, the two eigenstates of the Hamiltonian have very similar lifetimes but different masses. By
using relations (2.43) and (2.45), one can simplify relations (2.35),(2.36), and (2.42) as

Amd = 2’M12’, AFQRC(MHFTQ)/‘MHI, (246)

q/p: —’Mm’/Mlg. (247)

The time evolution of the generic stgt&) in (2.30) can now be derived from relations (2.37)

and (2.38), by expressing” and B states as

BY = i(\fm + B)) (2.48)

BY = Qitum ~|Bu)) (2.49)
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with the time evolution of mass eigenstates given by (2.28) and (2.29). In particular, one is interested

in states that at = 0 are a pureB” or BY state, denoted b)), ) and|BY, ), respectively. The

time evolution of these states is given by

| Bonys (1)) = 9+ ()| B®) + (a/p)g—(1)|B°), (2.50)
| Bonys (1) = (p/@)g—(1)| B%) + 9+-(¢)| BY), (2.51)
where
gi(t) = e M2 cos(Amy t/2), (2.52)
g_(t) = Mt T2 6in(Amg t/2), (2.53)

withT' = 1/7p0, M = 3(Mpy + M), andAmg = My — My, Relations (2.50) and (2.51) show
explicitly that the probability of &3° to become &B° oscillates as a function of time.

2.4.2 Significance ofirg(q/p) and |q/p|

B 3
B.

. ag(lp)

Figure 2.5: Graphical representation of the ratip in the basis of flavor eigenstates.

The magnitudeq/p| is better understood by defining

QIm(MTQFm)
(Amg)? + [T12]?

§ = (Br|Bu) = |p]” - aI* = (2.54)
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The values ob indicates the amount d8° and B° in the mass eigenstates. Fbe= 0, the mass
eigenstate$B;) and|By) are also eigenstates 6fP, with opposite eigenvalues, and there is no
CP violation. However, whethefBy) = |Bcp—1) or |By) = |Bcp——1) should be determined
experimentally.

The meaning ob andarg(q/p) can be further clarified if one considers the graphical represen-
tation of a two-state system in the complex plane. The flavor eigengBitesd B° are shown as

an orthonormal basis in Figure 2.5. The possible scenarios can be summarized as

e 6 = 0 andarg(q/p) = 0: By and By are simply another orthonormal basis as shown in
Figure 2.5a. They coincide with théP eigenstate, meaning théfP is a symmetry of the

Hamiltonian and therefore is conserved.

e 0 = 0 andarg(q/p) # 0: Br and By are still a normal basis but they are not orthogonal.

Figure 2.5b shows an example withg(g/p) = 20°. In this caseCP is violated.

e ¢ # 0: there isCP violation regardless of the phaseg(q/p) (Figures 2.5c and 2.5d). This
is generally referred to a<’P violation in mixing”. The magnitude of this effect is expected

to be small in the Standard Model.

2.4.3 Decay of ther'(45) resonance

In BABAR, B mesons are produced in decays of 1@.S), which is abb bound state similar to
the positronium state. Its mass of 1058V/c? is slightly above the energy threshold for production
of two B mesons. About equal amounts Bff B~ and B BY pair are produced in th#(45)
decay. The time evolution of thB? B° pair represents an example of the quantum coherence.

e b
u1

o

u,
+
e b
Figure 2.6: Production aB B pairs in the decay of th¥&(4.5).

The initial statg?'(45)) has spinS = 1, and therefore total angular momentum= S+ L = 1,
andCP eigenvaluencp = +1. The decay proceeds through strong interactions and therefore the
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angular momentum, the beauty quantum number § = 1 — 1 = 0), andCP must be conserved.
The final state is given by the pair of pseudosc@anesons

0 B0 _a b
‘BphysBphys> = E |BrBr) + E |BuBrL) . (2.55)

with the usual normalization conditiof|? + |b|> = 1. Since the time evolution of the mass

eigenstated3; and By proceeds according to relations (2.28) and (2.29), The time evolution of

| By Bonys) 1S given by

| By Bonys t, t2) = a €412 By By) + b e "1™+ 2|By By ) (2.56)

wheret; andt; are the “proper” times of th& mesons. sentence here).

The Bose—Einstein statistics requires the total wave fundion= |¥gayor)|Vspace) for this
state to be symmetric at all times. Since #Benesons are spin—0 particles, the total spiis zero,
and the total angular momentuwiis given by the orbital angular momentubof the two mesons.
Conservation of/ requiresL = 1, and therefore thé? mesons are produced inf&wave, and
|Wspace) IS @antisymmetric. For the total wave functipf) to be symmetric, it is then necessary to
havea = —b = 1.

In a thought experiment, and if the lifetimeo was long enough, one could separate the two
B mesons and place them at two space-time points separated by a space-like distance so that events
in one point could not influence those in the other. Nevertheless, due to the quantum coherence the
decay of one of the two mesons a®4would force the other meson to be necessarify’a This

represents an example of the Einstein-Podolsky-Rosen paradox.

2.4.4 Time evolution of B mesons at thel"(4.5)

The time evolution (2.56) of th& B state produced in thE(45) decay is derived from relations
(2.50) and (2.51), by taking into account the coherence discussed in the previous Section. Figure 2.7
shows a schematic view of th&(45) decay in aB® B° pair. Two types of events are useful for the

time-dependent studies ig decays.

1. OneB meson is fully reconstructed in a flavor eigenstaBe.{) and the flavor of the other
meson By,) is determined inclusively from its decay products. These events can be used to

measure the frequency &° B oscillation.

2. OneB meson is fully reconstructed in@P eigenstate accessible to bd#d and B mesons.
The flavor of B, is determined by the flavor of the other mesdh.(). These events are

used to measur€P violating effects.
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»

tag trec

t

Figure 2.7: Topology of a typical'(4S) — BB decay, when th& (45) is boosted in the

laboratory frame.

The derivation of the rates for these two kinds of events is explained in detail in Section 1.2.4 of

Reference [46] or in Chapter 7 of Reference [22].

Decays to flavor eigenstates

Events in whichB,.. decays to flavor eigenstates, and the flavoBgf, is determined from its

decays products, can be divided in two categories:

e Mixed events B,.. and B, mesons have the same flavor, that 8@B° or a B B pair.
e Unmixed events the two mesons have different flavors, that is éfeand oneB.

The number of events in each category depends on the time int®tval ¢,.. — t1., between the
decay ofB,.. to a flavor eigenstate at tintg., and the decay oB., at timet;,,, as explained in

Section 7.1. The time-dependent rates for mixed and unmixed events are given by
Fanmix(At) o e A (1 4 cos AmgAt) (2.57)
Fmix(At) o e TIAN (1 — cos AmgAt) (2.58)
and are illustrated in Figure 2.8. The oscillation frequerxy., is the difference between the
masses\/y and M, of mass eigenstates and was introduced in relations (2.50) and (2.51).

As explained earlier, a\t = 0 all events are unmixed. The value &fmy; = 0.489 +
0.008 ps~! [33] and is small compared to thB° lifetime 750 = 1.542 4 0.016, and allows the



24

60 |

;— UnMixed

40 ----- Mixed

Arbitrary units

w
o
e

6 8
At (ps)

hally

8 6 4 2 0 2 4

Figure 2.8: Rates of mixed and unmixed events as a functiaXtaf ¢,.. — t;ag.

experimental observation of the oscillation. The period of oscillafioa 27/Am, = 13 ps to be
measured accurately.
The probability of B° BY oscillation is given by the asymmetry

Amix(At) = —ji““m?" :L ;mf" (2.59)

illustrated in Figure 2.9.

= 1F
pd i
+ 075
- F
Z 05¢F
~ r
= 0.25F

"2 0 2 4 6 8
At(ps)

Figure 2.9: Asymmetry between numbers of mixed and unmixed events as a function of
At.

As a comparison, the lifetime of thB? meson is1.461 & 0.057 ps while the oscillation fre-
quencydm, for BY — BY oscillation is greater tham3.1ps—! at 95% CL [33]. The oscillation

period isT = 27 /éms = 0.5ps. Measurement of such a small time interval, with good preci-
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sion, is difficult from an experimental point of view, and represents one of the main obstacles in the
measurement of thBY B oscillation frequency.

Decays toCP eigenstates

Events whereB,.. decays to aCP eigenstatefop can be used to studyP violating effects
that occur in theB decays. Statg-p is accessible to botlB° and B mesons. One can not know
the flavor of B, at its decay timé,... This is why the quantum coherence of tBg.. B;,, pair
is necessary. 1B, is aB? (B°) at timet,s, the quantum coherence implies ttat. must be a
B (BY) at that same time. WheR,, decays, the flavor of both mesons is known dhg. evolve
according to (2.50) if &8° (or (2.51) if aB®) until its decay at,... Note that this argument is valid
regardless of the order of,, andt,... In events where,.. decays beford;,,, that iSt,ec < tiag,
its flavor is not determined until the decay Bf,; at a later time! This is the beauty of quantum
mechanics.

The probability of observing the final statg-p fi.,) depends on
o decay times,.. andt,g,

e decay amplitudes
Afcp = <fCP‘H‘BO>v "Zlfcp - <fCP‘H‘EO>a (2-60)

e oscillation parameteg/p defined in 2.42, and
e flavor of By,, WhetherBy,, = B or By, = B°.

The time-dependent probabilities are given by

_ _ 1—|A 2
thag=BO (ttagv tfcp) o e tlier ttag){l + ‘7]0013‘2 COS[Amd(thP - ttag)]
L+ ‘)\fCP‘
2ImA .
N Wffcplz sin[Amg(t ., — ttag)]} (2.61)
cp
_ _ 1—|A 2
SBog=po (tag: tyep) o< € Tticp t““g){l — ‘7%’3‘2 cos[Amg(tfop — tiag)]
’ L+ ‘)\fCP‘
2ImA .
Wffcpp sin[Amg(to, — ttag)]} (2.62)
CcP
where
A A
Afop = 42fcr _ 4% cr (2.63)

pry ’r] .
p AfCP fcpp AfCP
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The second form foh ., uses the property
Ajer = NfepAfp: (2.64)

wherery,.,, is theCP eigenvalue of the statfp and A, = (fop|H|BP). As for the oscillation
rates (2.57) and (2.58), these rates depend only on the diffefeneet, .. — ti.. Measurement of
At from the distance between tli&mesons decay vertices is discussed in Chapter 7.
Relations (2.61) and (2.62) are illustrated in Figure 2.10 and are visibly different for events in

which By, is a B and those whers,,, is a BY.

Arbitrary units
N w S a1 (o2}
o o o o o

10|

6 8
At (ps)

Figure 2.10: Time-dependent ratég,,_zo and f, __ po.

An observable time-dependefif® asymmetry [47] can be defined as

2ImAg,,

cos AmgAt —
1+ ‘)\fCP ’2

sin AmgAt,
(2.65)

a (At) = changO _ fBWg:EO — 1- |)\fCP|2
Jer meg:BO + thag=1§0 1+ [Apepl®

and is illustrated in Figure 2.11.

The amplitudes of the sine and cosine terms can be measured experimentally, and are related to
different types ofCP violation, discussed in Section 2.4.5. In the Standard Mddels expected
to be very close to 1, leaving only the sine termaif),,. Since sine is an odd function dt,
ff;o af.,dAt = 0. Therefore, its amplitud@Zm\/(1 + |A|?) can only be determined with a
time-dependent analysis of tht distributions. This is the reason why the measurement of this
amplitude could not be performed in previous experiments at symmeteic, such as DORIS I
at DESY and CESR at Cornell.
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Figure 2.11: Time-depende@ asymmetryucp With || = 1 andZmA\/|\| = 0.6.

2.4.5 Types ofCP violation

The manifestation of P violation can be classified in three categories.

1. CP violation in decay
2. CP violation in mixing

3. CP violation in the interference between decay and mixing

A general discussion of all types 6P violation is beyond the scope of this thesis. The reader is
referred to excellent discussions of the subject in References [22,23]. The first two types are briefly
introduced here, while the third type is the subject of the next Section.

Parameter\;,,,, defined in (2.63), is particularly useful for the study@P violation and to
classify the different types of it. Its relevant property is the invariance under arbitrary phase redefi-
nition. This is shown easily with an explicit example [48].

The B® and B states are related through t6# operation

CP|B%) = ¢*¢5|B%), CP|B%) = ¢ 2%5|BY) | (2.66)

where the phaség is arbitrary and does not have physical significance. This is because flavor is
conserved in the strong interactions, and therefore a phase transformation of states (2.66) has no

physical effect. Consider now the following phase redefinition
\B?> = e~%|BY), \Eg> = eTi¢|BYY, (2.67)
which results in a new’P phase

(CP)¢|BY) = e2€5=0| B¢, (CP)|B%) = e*2i<€B*<>yBg> . (2.68)
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As a consequence of (2.68), the phase fof, Ay, andAf change according to
(a/p)c = € *(a/p), (Ap)c=e“As, (Af)c=e"A;. (2.69)

The combinations of these transformations, however, leaygs invariant. Therefore, the mea-

surement oZmA¢p is physically meaningful.

CP violation in decay

This first type ofCP violation can occur in both neutral and chargBdnesons as illustrated
in Figure 2.12. The violation is in the difference between decay rates of two self-conjugate pro-

A
Ay cp

f CP

Figure 2.12:CP violation in decay in a) neutra mesons whenA;_, | # |A;..|, and b)
chargedB mesons whemA(B* — f)| # |A(B~ — f)|.

cesses. In terms of paramefey,,, (2.63), this type ofCP violation require§\cp| # 1. Therefore
asymmetry (2.65) is non-vanishing and is a good observable to meg@Burmlation.

Any CP violation in charged3 mesons is due to violation in decay. The observable asymmetry
is given by

CT(B* = f)-T(B-—f) 1—|A/AP
YITBY S HAT(B —f)  1+|A/AP

(2.70)

In neutral B mesonsCP violation occurs when the decays Bf and B mesons to a common
statefcp have different rates. However, this type of violation competes with the other two possible
sources of violation in neutrd® mesons.

The interpretation of the experimental results in terms of CKM matrix elements is not straight-
forward. The calculation of the decay amplitudes involves strong interactions and is dominated by

theoretical uncertainties.
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CP violation in mixing

The CP violation in mixing was discussed in Section 2.4.2. It occurs wgeép| # 1 implying
that the eigenstates of the Hamiltonian (mass eigenstates) are not eigenstdtesrobther words,
CP is not a symmetry of the theory. In terms bf_,., CP violation in mixing implies|A\cp| # 1
and therefore the cosine term in Equation (2.65) is non-vanishing.

Violation in mixing can be studied in the semileptonic decays of ne@tralesons by measuring

the asymmetry

oo PBpnye()) = 70 X) — D(Byy(t) = £776X) 1~ |g/p|! 2.71)
SL = ——= — = .
F(thys(t) — Ty X) — F(thys(t) —077,X) 1+ |q/p|*

The CP violating effects are expected to be small, at the orde®(f0~2). The interpretation of

the experimental results is complicated by the theoretical uncertainties involved in the calculation
of [¢/pl [44].

2.4.6 CP violation in interference between decay and mixing

A third type of CP violation occurs due to quantum-mechanical interference between two pos-
sible amplitudes for a same physical process.

a) A A C)

fep fep
g ® ;
arg(qk> EO / \ BO A(q/p)

Af cP Af cP
b) d)

Figure 2.13: The3° meson can decay a) directly €¢P eigenstatefop, or b) first oscillate
to a B° which then decays to the same final stftg. The analog amplitudes for thg°
mesons are shown in ¢) and d).

Consider aCP eigenstatefcp, accessible to boti® and B mesons. AB® meson can decay

to fcp via two different amplitudes (or quantum-mechanical paths):

e decay directly tofop [49-51] (Figure 2.13a), or
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¢ undergo oscillation to #° state which then decays to the same final state(Figure 2.13b).

Similar paths are possible for/2° mesons and are shown in Figures 2.13c and 2.13d. In absence

of violation in decay and in mixing

|Ap/Ag| =1, lg/p| =1, 2.72)

and\;., can be written as a pure phase
Mop = Nfepe 20 (2.73)
In this case, the asymmetuay; ., (2.65) is reduced to
afop(At) = =ImAyg,, sin AmgAt = 4., sin 2® sin AmgAt . (2.74)

Relation (2.74) implies that’P violation is observed simply as the consequence of a difference in
phase between the two complex quantitigs and A /Ay.
This can be shown explicitly by writing amplitudes; andfif as

Ap = Ael®w+d) (2.75)
A = iy, AW (2.76)

where amplitudeA is real, the phas@,, is due to weak interactions and therefore changes sign
underCP, and¢ is the strong phase, invariant undéP. This can be done, for example, in the
B° — Jjip KY decays (Section 2.5.2). Also, singg/p| = 1, one can writey/p = e~ %%, These
definitions satisfy the conditions (2.72), akg,,, is now given by

)\fCP - npre_%(q)W_q)M) ) (277)

demonstrating that the phagdein (2.74) is from the differenc@®y, — ®,,. As explained in Sec-
tions 2.5.2, 2.5.3, and 2.5.4.

In general, CP violation is established wheh;., # 1, which can happen ifAs .| # 1,
or ImAcp # 0, or both simultaneously. The conditign;_ .| # 1 corresponds to a difference
betweenVgs, the number of observei® mesons, andJ%%s, the number of observeB” mesons.
These numbers can be computed by integrating the decay rates (2.61) and (2.62) for all values of
At

+o0

N = / . At fy,. _po (2.78)
—+o00

N2 = / dAt fp,,, —po (2.79)
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with an integrated asymmetry

+oo 1— ’)‘f ’2 1
dAt = or . 2.80
/oo @fer 1+ |/\fCP|2 1+ (7’BOATFL01)2 ( )

Deviation of|\.,.| from 1 is commonly called “direc’P violation”. In the Standard Model such
a deviation is expected to be small, considering fRat, | = |q/p||Af/A| and|q/p is of the order
of O(1072).

2.5 Measurement of the Unitarity-Triangle parameters in
B decays

The rich variety of decay modes fé& mesons allows the determination of angless, and~ of
the Unitarity Triangle defined in (2.27), through the measureni#hasymmetries.Each angle can
be measured with different classes of decays, and the consistency of the results thus obtained offers
an important test of the Kobayashi-Maskawa mechanisififofviolation in the Standard Model.

The ultimate goal is to provide independent measurements of angles and sides of the Unitarity
Triangle.

A general discussion of the determination of these quantities and their related decay modes,
although interesting, is beyond the realm of this discussion. A systematic and complete discussion
of this subject is given in Chapter 28 of Reference [22]. This Section covers mainly the decay modes
used in this analysis for the measurementin®?3. Measurements af and~y are more challenging,
and are briefly discussed in Sections 2.5.3 and 2.5.4.

2.5.1 Parameter);, and angleso, 3, and~y

TheCP violating paramete,,, is related to the angles, 3, and+y through the ratig//p, and
the decay amplituded ; and Ay. In Section 2.4.6 it was shown that if

Af = Aei(¢w+6) , zzlf = nfCPAei(_q)W+6) ,
la/pl =1, q/p=e"P,
the time-dependent asymmetry (2.65) can be rewritten as

afop(At) = =ImAg,, sin AmgAt = 0y, sin 2(Pyw — py) sin (AmgAt) .

Relation (2.76) is valid, for example, when the decay amplitude is dominated by a tree-level di-

agram. Figure 2.14a shows the tree-level diagram forbtlqeark, involving two CKM matrix
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Figure 2.14. a) Quark-level tree diagram, b) color-favored meson diagram, and c) color-
suppressed meson diagram for decayB'af

elements. This corresponds to two tree diagrams foBtheeson, Figures 2.14b and 2.14c, which
have the same phase. In these Figuigsindv; indicate either a or aw quark, whiled,, can be
either ans or ad quark. The phaséy, — @), is directly related to the phase ©f; V.

Unfortunately, there are at least two diagrams contributing to the total amplitude in most of the
B decay channels [52]. Before getting in the details of these additional contributions, it is useful to
see their effect on the asymmetry, .. In presence of a second diagram, the decay amplitudes can
be written as

A; = A (@wit0n) 4 g il Pwatde) (2.81)

Af = Nfop [Al el (=Pw1+d1) 1 A ei(—‘1>w2+52)]7 (2.82)

Parametep ;. is now given by

Lo
fep — nfCPe 1 +rei(A+¢)27¢1)

(2.83)

whereA = §,—0d1, p1 = Pyw1— Py andey = dyo— D)y are the new observable phase differences,
andr = A, /A is the ratio between the magnitude of the two diagrams. The coefficieatsd
C of the sine and cosine terms, respectively, in the time-dependent asymipetr(2.74) are no
longer related to any single weak phaseor ¢,. Therefore, the experimental results can not be
interpreted cleanly in terms of CKM angles and require additional theoretical assumptions.

In general, the additional contributions to decay amplitudes come from one-loop flavor-changing
neutral-current diagrams, commonly referred to as “penguin” diagrams [53]. The three types of pen-
guins, gluonic and electroweak [54] with a photon of‘aboson are shown in Figure 2.15. Using
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QCD Penguin Diagrams:

Figure 2.15: Quark-level diagrams for gluonic penguin in a) and electro-weak penguins
with a photon or &° boson in b) and c).

the notationb — ¢[gq’] (Figure 2.14) with/gq'] from the emittedV, the decay amplitude(¢gq’)

in presence of tree and penguin diagrams can be written as
A(qqq') = thV;Z,P(f, + Veo Vo (Tezqr0gc + ) + Vo Vi (T Oqu + Py - (2.84)

In this expressiorf, ;s is the contribution of the tree diagrams (Figure 2.14) excluding the CKM

qqq’
elements. SimilarlquC/2 are the penguin contributions, excluding the CKM elements, when the
intermediate quark in the loop is@ quark. The gluonic and electroweak penguins have the same
phase structure. In addition, the electroweak penguin contribution is typically small of the order of

10 % of the gluonic contributions [54].

One problem with this expression is that the contributiﬁﬁsare divergent. However (qqq’)

can be rewritten by using the unitarity conditions (2.17), (2.18), and (2.19)

VudVas + VeaVis + ViaVis = 0,
VusVJb + ‘/cs‘/cz + V%sv;;l; - 07
VudVay + VeaVayy + ViaVig, = 0,
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to remove one of the CKM factors and derive the following expressionggfandqgd decays

A(ces) = VaViy(Tues + PS = PL) + Va Vi (P — PY), (2.85)
A(sss) = VaVa(Ps— Fy) + Vi Vi (P = P)), (2.86)
Autas) = Vo V(P — PY) + ViV (Tuas + Py — PY), (2.87)
Alced) = VaVa(Pi — Py) + VaVeg(Tewa + Pi — PY), (2.88)
A(uud) = VpVig(Py — P§) + Vi Vag(Tuna + Pif — Py), (2.89)
A(ssd) = VaVig(Py — Pi) + VaVa(Pi — Fi), (2.90)

where the convention is to retaln, V%, which appears in the expressiongf. One notices that
the penguin contributions appear always in the fdﬁﬁzll — PqQQ, which is finite and hence the
amplitudes are well defined.

These quark-level amplitudes can not be used directly to compute amplitudedexfays in-
volving hadrons, due hadronic interactions between quarks resulting in physical final states (final
state interactions and rescattering). However, they are useful to classify groups of decays that allow
the measurement of one particular CKM angle.

All amplitudes in (2.85)—(2.90) exhibit the common pattern

A= fi(T+ AP) + fAP, (2.91)

where f; and f, are CKM elements an@ andA P, = Pq?l - qu.p are contributions from tree and
penguin diagrams. The best modes are those in which one contribution dominates, and thus has a

simple relation with a CKM angle. The dominant contribution is determined by two factors

e ratio f1/ fo between the CKM elements: the best decay modes are those in jfhigh| ~ 0
or|fi/fal =1

e ratio AP,/T: the differenceP; — P is suppressed compared 1oby the GIM mecha-

nism [55], while the combinatio®®, — P;* is evaluated to be

Pl — ch’u‘ N as(my)

mt2 2
rp = ( - In L~ 0.04 ~ A (2.92)

127 my

whereas(m;) = 0.2 is the strong running-coupling constant at theass scale) is one of
the Wolfenstein parameters in (2.20), and the ratio of hadronic matrix elements are assumed

to be close to unity [56].
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2.5.2 Measurement oin2

Decay amplitudes (2.85), (2.86), and (2.88) of mobles> ccs, b — s3ss, andb — ced are
related to angleg. Table 2.3 summarizes the contributions to these decay amplitudes.

b — ccs decays

I, w(29), X ® uct o c
o GGGgff JU, W(29), Xe
) xg S s,dc g, Y(29), Xa
KK.® BB W KK,
d,u d,u

Figure 2.16: a) Tree and b) penguin diagrams in the leading term of decay amplitude
A(ces).

These decays provide the cleanest measurement of gnghel are commonly called golden
modes. The secondary term it{ccs) is suppressed by a factof\? ~ 10~ with respect to the
leading term (Table 2.3). The leading term has contributions from tree and penguin diagrams shown
in Figure 2.16, which happen to have the same weak phase. Héqe&;) has only one weak
phase up to the orde?(10~3). This is the ideal case discussed in Section (2.4.6), whe@ihe
asymmetry amplitude measures the weak phase of the decay amplitudes. For decay/mddgs
¥(2S) K9, xe1 K2, n. K2, andJy K9 parameten s, is given by

Alces) (4, . (2.93)

_ 49
A= p A(ecs) \p

Here, the ratio

(%)K - “fj—vfje—%f (2.94)

is due to flavor oscillation in kaons. The ratigp defined in (2.42), to good approximation, is given
by [44]

q_ My _ ViV

= — = s 2.95
(§] . .
P |Mio| ViV, (2.99)

By using the expression of(ccs) in (2.85)

Ao V.,V V.. V* .
YK cbVes csVed —2i€p 296
e (VZZVc) <stvcd> ‘ ’ (2.99)
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with ny = +1 for J/p K? andn; = —1 for the other modes with &9. ¢k is the arbitrary phase
for the neutral kaons and has no physical significance. The ghaséq/p and A/A cancel each
other as already shown in (2.69). Finally, using the expression of CKM matrix elements in the

Wolfenstein parameterization ( 2.20), one obtains
Niop = npe 20 = |Nppl =1, ImAg,, = —npsin2f (2.97)
and the time-dependent asymmetry
acp = —1ysin2Fsin AmgAt (2.98)

Relation (2.97) holds up to the ordéx(10~—2) and represents the cleanest measurement of a CKM
parameter. It also implies that there is almost no dité@tviolation in these modes. As explained
earlier, directCP violation requires at least two contributions to the decay amplithdany exper-
imental evidence of direc@P violation is a hint of New Physics beyond the Standard Model.

The measurement efn23 with a large sample of /) K2, 4(2S) K9, x.1 K9, andn. K¢ is
discussed in this dissertation and the results are presented in Chapter 9. These modes have a cleaner
experimental signature compared to the K° mode and dominate the experimental sensitivity
onsin23. The decay modé® — J/i) K*¥ is a pseudoscalar to vector-vector decay and can also
be used to measurgn2(. However, this final state is a mixture 6fP eigenstates with angular
momental, = 0, 1,2, and an angular analysis is required to separate the contribution of each com-
ponent. The results of the measurement with K" and.J/y K*° are discussed in Sections 9.5.1
and 9.5.2.

b — sss decays

The phenomenology of these decays, for example ifthe— ¢K° mode, is the same as for
the ces decays, and provides a very clean measuremensindfs. The difference consists in the
absence of tree-level contributions. As shown in Table 2.3, the leading order has only a penguin
contribution and is therefore suppressed, in the Standard Model, compared j@ ti€? mode.
An independent measurementsifi2G with this mode represent a very important and significant
test of the Standard Model. A preliminary measurement has been recently performeB8Bae

collaboration [57].

b — ccd decays

The decay modes — céd suffer from the presence of a secondary term, that has a different
weak phase from the leading term, and is not suppressed (Table 2.3). Theoretical assumptions are
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required to estimate the penguin contribution [58] and interpret the experimental results. In absence
of the secondary term, the™ D~ mode could provide a measurementnf23 similar to theccs
modes.
The D** D*~ is another decay mode of interest but angular analysis is necessary (&g for
K*0) to separate the mixture @fP eigenstates in the final state. A preliminary measurement of

time-dependent asymmetries in this mode can be found in Reference [59].

2.5.3 Measurement oty

Measurement of angle is more problematic compared §m23. The difficulties are twofold:
theoretical and experimental. Table 2.4 shows the contributions to decay amplitudes related to
The penguin contribution in the secondary term has the same magnitude, but a different weak phase
from the leading tree contribution. Measurements of branching fractiods fer Km andB — =
decay modes bBABAR [60] and BELLE [61] collaborations suggest that the penguin contribution
can be large and non-negligible.

The time-depender@P asymmetries in these modes, although relatedii?w, require theo-
retical assumptions for their interpretation. A promising technique is the so-called “isospin anal-
ysis” that using the branching fractions f&° — 77—, 7%7% and B* — #%z*, can measured
« [63]. The branching fraction foB? — 7970 is expected to be of the order 6f(10~7) and its
measurement challenging. A preliminary results is available fromB&BAR collaboration [64].
Time-dependenCP asymmetries have recently been measure@A8AR [60] and BELLE [62]
collaborations.

2.5.4 Measurement ofy

Two examples of decay modes for the measurementao€ listed in Table 2.5.

The good news with the decay mode8K ¢ and D'=" is the absence of secondary, or penguin
contributions. The value of can be measured through the interference of two tree-level contri-
butions. This means that experimental results offer clean theoretical interpretation. However, the
decay amplitudes for these decay modes are color suppressed and/or CKM suppressed. Therefore
the branching fractions of these decays are very small.

The D° 7° mode has very large backgrounds from otlizidecay modes. For example, a
Bt — D%z candidate, when the™* is not included, can be mis-reconstructed aB%r”

final state. Therefore, the selection of the small number of candidates on top of the large amount
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of background can be a problem. Another potential problem is the large difference, ordfer of
between the two decay amplitudes.

The D° K2 mode is experimentally very clean, and the difference between the two contributions
is smaller, order oA. This decay mode has not been observed yet but has the potential of providing

a very clean measurement-of

2.6 Effects of New Physics

A general discussion of sources@P violation beyond the Standard Model is beyond the scope
of this thesis. An extensive treatment of this topic is given in Reference [65]. However, one can
intuitively see how new theories can modify the CKM picture’@? violation.

As explained in Section 2.5.2in24 is the phase o’P-violating parameten_,, defined in
(2.63) as

_ A-
— quCP — q fCP (299)

in the limit of |A\|=1 in the Standard Model. In terms of diagrams2/ is the phase difference
between the two diagrams in Figure 2.17. New Physics can modify the predietedymmetry in

u,c,t
b —> > > d

@ ¢
b [ J/l.IJ, l.IJ(ZS), XCl W. W_
B° B W sd

_ KK, 3 < -—
du u,ct

Figure 2.17:B° BY oscillation diagram in a), and the decay diagram in b).

the Standard Model with new contributions to either diagram.
Contributions to amplituded (Figure 2.17a) are unlikely in decay modes whdrés domi-
nated by a tree-level diagram in the Standard Model, g/g. K9. In this case, New Physics can

contribute in two ways [66]:
1. with significant contribution to the box diagram (Figure 2.17a); or when

2. unitarity of the CKM matrix does not hold, for example when there are four or more genera-

tions of quarks.
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The current level of agreement between the Standard Model prediction and the meast#ed
excludes theories with contributions to the box diagram larger by 20% or more [146].

In theories with four quark generations, the measured amplitud® does not correspond to
a simple phase of the CKM matrix. The quark-mass matrix, in this caset is 4 unitary matrix
of SU(4), with 6 real angles and 3 complex phases [31]. The corresponding unitarity conditions
are represented byuadranglesin the complex plane (Figure 2.18), and the relation between the

observed”P asymmetry and the complex phases is not trivial.

—

3 quark generations 4 quark generations

Figure 2.18: The unitarity conditions for theories with 3 and 4 quark generations.
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Quark process

Leading term Secondary term B° decay modes

b — ccs Vap Vi = AN? Vi Vi = AN (p—in)  J K2, 9(2S) K2, xa1 K9,
T+ (P° — PY) P — pt ne KO, Jhp KO, Jpp KO
b — s5s Va Vi = AN? Vi Vi, = AN (p — in) PK?
pc— pt p*— pt
b — ccd Vap Vi ==X VpVi = AN(1 — p+in) D*tD*~
T+ (Pc - PY) pt— pu D D-. D* D-

Table 2.3: Contributions to decay amplitudes related to afigle



Quark process Leading term Secondary term  B° decay modes

b — uud

b — ddd

Vi Vii = AN (p—in) VapVi=AN1—p+in) =t a,7%7% mp
T + (P* — P°) Pt — P© Tay

Table 2.4: Contributions to decay amplitudes related to angle

1474
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Quark process Leading term Secondary terf’ decay modes

b — cus ViV, = AN3 — DK, D°K
b — ucs Vi Vi = —AXN(p — in) — common modes
b — cud Vap Vi = AN? — D70, DOx0
b — ued Vi Vi = —AXY(p —in) — common modes

Table 2.5: The decay modes, and their amplitudes, that can be used to measure the angle



Chapter 3

Overview of analysis technique

Measurement ofin23 requires several experimental ingredients that are described in Chap-

ters 4-8. This Chapter provides a concise description of the analysis strategy, aimed at facilitating

Kg%'
B rec ',"' J/

then reader through the more detailed discussion that follows.

v

tag trec

t

Figure 3.1: The deca¥ (45) — B°B° where oneB decays to @P eigenstateB¢p, and
the otherB in a flavor eigenstate?, .

The theoretical framework af'P violation was discussed in Chapter 2 and it was pointed out
that the decays of th& mesons provide an excellent experimental tool to stiffyviolating ef-
fects. In particular the amplitudén25 of the time-depender®P asymmetry (2.98)

acp(At) = —ny sin2F sin AmgAt

43
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can be measured with good precision in the dedays— J/i» K9, (2S)KY, x.1 K2, andn. K9,
with almost no theoretical assumption. Unfortunately, these decays occur in Hbdubf all
B decays and therefore it is necessary to produce a large humbgmafsons, in order to have
sufficient statistics for th€'P analysis.

B mesons are, for example, produced in the decays of{H&) meson, which decays ex-
clusively to aB® B? or a Bt B~ pair. The PEP-II collider is a high luminosig/ e~ storage
ring operating at th@"(4S) resonance energy, and has produced about 200 miliamesons
between 1999 and 2002. About 2000 of these mesons have been reconstructedsth the
J K2, 9(28) K9, x K2, andn. K2 decay modes.

Measurement ofin2( requires knowledge of the time differente that appears incp. This
is the time interval between the decays of the #/onesons, and provides tloéock for the time-
dependent measurements in figLS) decays. The value akt can be computed from the spatial
separation between the decay vertices offhmesons.

In the 7°(45) rest frame, theB mesons are separated in average by:80 Measurement of
such a small distance with good precision is technologically challenging. This problem is solved at
PEP-II by using asymmetric beam energies. Tt{é.S) is produced by colliding a @V electron
beam with a 3.GeV positron beam, and has a Lorentz bogst = 0.55. As a consequence,
the average separation between the fvanesons is about 25@n along the collision axis in the
laboratory frame and can be measured with a precision sufficient for a time-dependent analysis.

Figure 3.1 illustrates schematically the topology af @.S) decay at PEP-II used for the time-
dependenCP analysis. Oneé3 meson B...) is fully reconstructed irCP eigenstates, e.gl/2) K9.

The decay vertex of this meson is computed from its decay products and is known with a precision
of about 5Qum.

The remaining particles in the event belong to the otBemeson B.;), and are utilized to
determine its decay vertex. Since the efficiency for fully reconstrucBngesons is of the or-
derO(10~3), an inclusive method is used to compute the second decay vertex, with a precision of
about 11Qum. The distance between the two vertices is then computed with a resolution of about
190 m.

The next step toward the measurement of asymmeip(At) is to determine whetheB, is
aBY or aBY. Clearly this can not be deduced fronC#® eigenstates, such a%/ K9, accessible
to both B® and B® mesons. Instead, the quantum coherence in the decay B{#8, described in
Section 2.4.3, requireB,. to be aB® (BY) if By, is aB° (BY) at the time of its decay.

The flavor of B, is correlated with the charge of leptons and kaons produced in its decay chain.
It can be determined by analyzing the kinematic properties and patrticle identification information
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of reconstructed particles in the final state. The procedure of sepaffiramd B mesons, on
the basis of their decay products, is commonly cabldidvor tagging, or simply flavor tagging. If
determined, the flavor dB;,, allows to separat&® and B mesons that decay taP eigenstates.

In a fractionw of events, the flavor-tagging procedure, being an inclusive method, assigns the
wrong flavor tag toB;,,. This fraction can be estimated with simulated events. However, it is
always better not to rely on Monte Carlo and use data, if possible. Fortunately, dedayseasfons
to flavor eigenstates can be used to measuiredata.

When B, is reconstructed in a flavor eigenstate, for example =+, its flavor is known:

D*~ n* indicates aB’, and D** 7~ a BY. The flavor of By, is also known, from the flavor-
tagging method. Therefore, events in whiBh.. is fully reconstructed in flavor eigenstates can be
divided inmixed, when there is &° B° or a B® B pair, andunmixed when there is on&® and
oneB°.

The number of mixed and unmixed events can be computed as a functih fobm Equa-
tions (2.57) and (2.58). Whef;, is assigned the wrong flavor, a mixed event is wrongly classified
as unmixed, and vice versa. The comparison between the estimated and observed numbers of mixed
and unmixed events allows the measurement of data.

The branching fractions of flavor eigenstates are about an order of magnitude larger than those
for the CP eigenstates. The large sample of events with one fully reconstructed flavor eigenstate
allows a good measurement of the performance of the flavor-tagging algorithm. Furthermore, it is
used to measure the detector resolutiom\an

The CP asymmetry amplitudein23 is measured with a simultaneous maximume-likelihood
fit to the At distributions of selected events P and flavor eigenstates. The value <0205
is constrained by th€'P eigenstates, while the flavor eigenstates dominate the measurement of
detector resolution and flavor-tagging parameters.

The ingredients of thein23 measurement, briefly summarized in this Chapter, are described
in more detail in the remainder of this thesis. Particular attention is paid to those areas where the
author has actively participated.

The main characteristics of the PEP-II collider are described in Chapter 4 followed by a brief
description of theBABAR detector.

At the 7' (45) energy, about 1/4 of produced events &d.S) decays while the rest are contin-
uumgg and QED events. Selection BfB events based on characteristic properties of each category
of events is described in Section 5.1.

The variety of flavor and’'P eigenstates utilized in this analysis are summarized in Section 5.2,
followed by the selection of their decay products in Section 5.3, and the exclds®eonstruction
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technique in Section 5.4.

The B-flavor tagging algorithm is described in Chapter 6, where the characteristic signatures in
B decays that allow the separation betwd#hand B mesons are discussed.

Reconstruction o3 decay vertices, measurementf and theAt resolution function used to
model the detector response are described in Chapter 7.

Finally, Chapter 8 describes the maximume-likelihood fit to fxvedistributions and the model-

ing of signal and background.



Chapter 4

The BB experiment

The primary goal in the design of tHeABAR experiment is the study afP violation in the
decays of neutraB mesons. Decays of thE(45) resonance exclusively t8° B and B* B~
pairs provide a clean source Bfmesons [67].

Measurement of time-dependefiP asymmetries requires the knowledge of the differefice
between the times of decay of the tddamesons, which can be computed from the distance between
their decay vertices.

Due to theY'(45) mass 0fl0.58 GeV/c?, these decays result in the production of tRanesons
almost at rest in th&'(45) rest frame, illustrated schematically in Figure 4.1. At~ colliders
with symmetric energies, such as CESR and DORIS I, l&S) rest frame coincides with the
laboratory frame. The small momentum of tBemesons results in a small separation between
them, which can not be measured with the necessary precision. This prevented experiments at these
colliders from performing time-dependent measurements.

This problem is solved at PEP-II by colliding” ande™ beams with unequal energies, so as to
produce th@"(4S) meson, and therefore thi& mesons, with significant momenta in the laboratory
frame, as shown in Figure 4.2. The Lorentz boost offfireesons results in a displacement between
their decay vertices, and thus allows the measurement of the distance between them.

The small branching fractions d8° decays to finalCP eigenstates, of the order #6—* or
smaller, require aa™e™ collider with very high luminosity, and a detector with high efficiency of

reconstructing these final states.

The main characteristics of the PEP-II collider that impact the study afthasymmetries are
summarized in Section 4.1. A detailed description of the PEP-II collider can be found in Refer-

ences [68, 69]. A brief overview of the components of Bf&BAR detector and their performance is

47
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Figure 4.2: Th&'(4S) — BB decay in the laboratory frame.

given in Section 4.3, while a detailed descriptionB#BAR can be found in Reference [70].

4.1 The asymmetrice™e™ collider PEP-II

PEP-Il is an asymmetrie™e~ storage ring located at the Stanford Linear Accelerator Center
(SLAC) and operating at a center-of-mass energy0di80 GeV, the mass of th&'(4.5) resonance.
The structure of th& resonances are shown in Figure 4.3 [71{4.5) mesons are produced boosted
in the laboratory frame, witldy = 0.55, by colliding an electron beam &t0 GeV with a positron
beam of3.1 GeV.

Most of the data are recorded near the peak ofltteS) resonancedn-resonancelata). Fig-
ure 4.4 shows the production cross section neal (&) resonance. The cross section for the main
physics processes at tif&4.5) energy are listed in Table 4.1 [46].

Events with production of3 B pairs are of interest for the study 6 violation. Events with

the production of &g pair, withqg = u, d, s, ¢, are commonly referred to a®ntinuumevents, and
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Figure 4.4: Cross section &f B production near thé& (45) energy.

represent the majority of combinatorial background for the charmless two-body decaysmf the
meson, such aB’ — 77 ~. In order to study the properties of these events alm®%t of data

are taken at a center-of-mass enetgwleV below theY'(4S) peak pff-resonancelata), below the
energy threshold aB B production.

The QED processes e~ — ete™, utpu~, 777~ are mostly used to study and calibrate the
detector subsystems. Therefore only a small fraction of these events is selected by the trigger
system, designed to maximize the number of hadronic evéhsgnd continuunyg).
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ete” — X Cross-section (nb)

bb 1.05
cc 1.30
S5 0.35
Ui 1.39
dd 0.35
T 0.94
whp 1.16
ete” ~ 40

Table 4.1: Production cross-sections\& = 10.58 GeV. TheeTe™ cross section includes the
detector acceptance.

The parameters of the storage rings, including the energy and the current, the number of bunches
and their separation, the vertical and horizontal RMS size of the luminous region, and the luminosity
are listed in Table 4.2 [70]. PEP-II has surpassed its design goals in terms of both the instantaneous

and integrated daily luminosity, with significantly fewer bunches than anticipated.

At PEP-II, the bunches collide head-on and are separated magnetically in the horizontal plane
by a pair of dipole magnets (B1), followed by a series of offset quadrupoles. The collision axis is
offset from thez-axis of theBABAR detector by abow20 mrad in the horizontal plane to minimize

the perturbation of the beams by the solenoid field [72].

The PEP-Il beam parameters directly impact the physics performanBABAR. The high
luminosity of PEP-II is necessary to compensate the small branching fractions of the decay modes
used in the analysis afP violation. The relative luminosity is monitored by PEP-II through the
measurement of the radiative Bhabha scattering. The absolute luminosity is meas@4&8ARy
offline, from other QED processes, primaridy e~ and .+~ production. For a data sample of
1 fb, the relative luminosity is known with a statistical uncertainty of less th#rand a systematic
uncertainty of0.5 %. The absolute luminosity has an estimated systematic error of alioit.

Knowledge of the beam energies is hecessary to compute two important kinematic variables,
used to selecB meson candidates and reject combinatorial background. The mean energies of the
two beams are computed from the total magnetic bending strength, and the average deviations of the
accelerating frequencies from their central values. While the systematic uncertainty in the PEP-II

calculation of the absolute beam energies is estimated to beMeM Pthe relative energy setting
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Parameters Design Typical
Energy HER/LER (GeV) 9.0/3.1 9.0/3.1
Current HER/LER (A) 0.75/2.15 0.7/1.3
# of bunches 1658 553-829
Bunch spacing (ns) 4.2 6.3-10.5
ore (pm) 110 120

oLy (pm) 3.3 5.6

oL, (mm) 9 9
Luminosity (1033 cm =25~ 1) 3 2.5
Luminosity (pb~t/d) 135 120

Table 4.2: The design and typical values of the PEP-Il beam parameters, during the period of 1999—
2000. HER and LER refer to the high energy and low energy* ring, respectively.or,, or,,
ando, are the horizontal, vertical, and longitudinal RMS size of the luminous region.

for each beam is accurate and stable to abdde\L. The RMS energy spreads of the LER and HER
beams are 2.BleV and 5.9VeV, respectively.

Finally, the parameters of the luminous region impact the measurement of the distance between
the B-meson decay vertices. Events with two tracks suctiras — p*p~ are used to determine
these parameters relative to tBABAR coordinate system.

The transverse position, size, and angles of the luminous region are determined from the distri-
bution of the distance of closest approach todfaxis of the two tracks in these events.

The longitudinal parameters are derived from the longitudinal distribution of the the common
vertex of the two tracks. The uncertainties in the average beam position are of the order pina few
in the transverse plane and 10 along the collision axis. Since the vertical size is too small to
be measured directly, it is inferred from the measured luminosity, the horizontal size, and the beam

currents an is typically around 1+2n.

4.2 Total integrated luminosity

The integrated luminosity delivered by PEP-Il and recorded BABAR between October 1999
and June 2002 is shown in Figure 4.5. The total luminosity recordeBABAR is about99 fb—1,
including9.93 fo~! of off-peak data [73]. About 82 fb' of on-resonance data, corresponding to 88
million BB pairs, are used in the analysis presented in this thesis.
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4.3 The BaBax detector

The time-dependent study 6fP violation in the B decays places stringent requirements on
the BABAR detector. High reconstruction efficiency and good momentum resolution for charged
particles, together with reconstruction of the neutral particles, are important ingredients to fully
reconstruct the final'’P eigenstates, and to separate signal events from background.

The measurement of the decay-time distributions relies on good vertex reconstruction along the
collision axis and in the transverse plane.

The determination of the flavor of thB mesons requires efficient particle identification for
muons, electrons, and kaons with low misidentification probability. Kaon identification also pro-
vides an additional tool to further reduce the amount of backgrounds in the decays Bftthe
hadronic final states.

A detailed description of thBABAR detector is given in Reference [70]. In this section the main
characteristics of each subsystem are briefly described, with special attention for the subsystems
relevant for this analysis.

Figure 4.6 shows a longitudinal section BABAR through the detector center. The detector
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Figure 4.6: Longitudinal section of tHi8ABAR detector.

surrounds the PEP-II interaction region and is offset relative to the interaction poih8Ty to
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maximize the geometric acceptance of particles in the final states, which, duelf¢4ifig boost,
are mostly in the forward region.

The inner detector consists of a silicon vertex tracker, a drift chamber, a ring-imaging Cerenkov
detector, and a Csl calorimeter. These detector systems are surrounded by a superconducting
solenoid that is designed for a field of 1.5T. The steel flux return is instrumented for muon and
neutral hadron detection. The polar angle coverage extends tmi3&lin the forward direction
and 40Qnrad in the backward direction, defined relative to the high energy beam.

The right handed coordinate system is anchored on the main tracking system, the drift chamber,
with the z-axis coinciding with its principal axis [74]. This axis is offset relative to the beam axis
by about 2Gnrad. The positivey-axis points upward and the positizeaxis points away from the

center of the PEP-II storage rings.

4.3.1 Silicon vertex tracker (SVT)

Beam Pipe 27.8mm radius

Layer 5a
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Figure 4.7: Schematic view of the transverse section of the silicon vertex tracker.

The silicon vertex tracker (SVT) has been designed to measure angles and positions of charged
particles just outside the beam pipe. The SVT is composed of five layers of double-sided silicon
strip detectors (Figure 4.7) that are assembled from modules with readout at each end, thus reducing
the inactive material in the acceptance volume.

The inner three layers primarily provide position and angle information for the measurement
of the vertex position. They are mounted as close to the water-cooled beryllium beam pipe as
practical (radius 08.2 cm), thus minimizing the impact of multiple scattering in the beam pipe on

the extrapolation to the vertex.
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The outer two layers are at much larger radiil(cm), providing the coordinate and angle
measurements needed for linking tracks reconstructed in the SVT with those in the drift chamber.

4.3.2 Drift chamber (DCH)

The principal purpose of the drift chamber (DCH) is the momentum measurement for charged
particles. It also provides information for the charged-particle trigger, and a measurement of energy
lossdE /dx for particle identification.

The DCH is of compact design. It consists 04 small and approximately hexagonal cells

(Figure 4.8) arranged in 40 cylindrical layers.

o o o
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Figure 4.8: Schematic layout of drift cells for the four innermost superlayers. Lines have
been added between field wires to aid in visualization of the cell boundaries. The numbers
on the right side give the stereo angles (mrad) of sense wires in each layermhindhick

beryllium inner wall is shown inside of the first layer.

Each cell consists of one tungsten-rhenium sense wire, surrounded by six aluminum field wires.
The field wires are at ground potential, while a positive high voltageqV and 1900V in the
period 1999-2002, antb30V in year 2002) is applied to the sense wires.
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The sense wires parallel to the principal axgiél layers) provide curvature information which
is used to determine the momentum of the particles.

Longitudinal information about the trajectory of the charged particles is derived from layers in
which the sense wires are placed at a sstalifecangle relative to the principal axistéreolayers).

The DCH is filled with a 80:20 mixture of helium and isobutane. The choice of gas mixture and
wire material holds the multiple scattering in the chamber to a minimum, les®&nof material
radiation lengthX [75].

The readout electronics are mounted on the backward endplate of the chamber, minimizing the

amount of material in front of the calorimeter endcap.

4.3.3 Detector of internally reflected Cerenkov light (DIRC)

The DIRC, the detector of internally reflected Cerenkov light, is @ novel device providing sep-
aration of pions and kaons from about 3@6V/c to the kinematic limit |of 4.%5eV/c. Cerenkov
light is produced in 4.eh long bars of synthetic fused silica of rectangular cross sectiortnd.?
x 3.5cm. It is transported by total internal reflection, preserving the|angle of emission, to an ar-
ray of photomultiplier tubes (Figure 4.9). This array forms the backward wall of a toroidal water
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Figure 4.9: Schematics of the DIRC fused silica radiator bar and imaging region.

tank that is located beyond the backward end of the magnet. Images of the Cerenkov rings are

reconstructed from the position and time of arrival of the signals in the photomultiplier tubes.
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4.3.4 Electromagnetic calorimeter (EMC)

The electromagnetic calorimeter (EMC) is designed to detect electromagnetic showers with
excellent energy and angular resolution, for energies betwesfe¥0o 4GeV.

This coverage allows the detection of low enerdg and;”s from B decays, and higher energy
photons and electrons from electromagnetic, weak, and radiative processes.

The EMC is a finely segmented array of projective geometry, made of thallium doped cesium
iodide (CsI(TI)) crystals. The crystals are arranged in modules that are supported individually from
an external support structure. This structure is built in two sections, a barrel and a forward endcap.
To obtain the desired resolution, the amount of material in front of and in-between the crystals is
held to a minimum.

The individual crystals are read out by pairs of silicon PIN diodes. Low noise analog circuits,
and frequent precise calibration of the electronics and energy response over the full dynamic range,

are crucial for maintaining the desired performance.

4.3.5 Instrumented flux return (IFR)

The instrumented flux return (IFR) is designed to identify muons and to detect neutral hadrons.
For this purpose, the magnet flux return steel in the barrel and the two end doors is segmented
into layers, increasing in thickness from2 on the inside to 16m at the outside. Between these
steel absorbers, single gap resistive plate chambers (RPCs) are inserted which detect streamers from
ionizing particles via external capacitive readout strips.
There are 19 layers of RPCs in the barrel sectors and 18 layers in the end doors. Two additional
cylindrical layers of RPCs with four readout planes are placed just in front of the magnet cryostat
to detect particles exiting the EMC.

4.3.6 Trigger

The trigger system is designed to select events of interest with a high, stable, and well-understood
efficiency, while rejecting background events and keeping the total event rate under 120 Hz. Inter-
esting events includg B and othergg events, as well as QED events needed for diagnostic and
calibration purposes.

The production rates of these events for a luminosity3 of 1033 cm=2 s~! at the Y(45)
resonance are shown in Table 4.3. Background events are due to interactions of beams with the
residual gas or the beam pipe with typical rates up to 20 kHz.
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Event Cross Production Level 1
type section Rate (Hz) Trigger
(nb) Rate (Hz)
BB 1.1 3.2 3.2
uTl +dd +cc +53 3.4 10.2 10.1
ete” ~53 159 156
wrp~ 1.2 3.5 3.1
Trr— 0.9 2.8 2.4

Table 4.3: Cross sections, production and trigger rates for the principal physics processes at
10.58GeV for a luminosity of3 x 1023 cm™2s~!. Theete™ cross section refers to events with
either thee™, e, or both inside the EMC detection volume.

The trigger is implemented as a two-level hierarchy, ltegel 1(L1) in hardware, followed
by theLevel 3(L3) in software. It is designed to accommodate up to ten times the expected PEP-
Il background rates at design luminosity, and to degrade slowly for backgrounds above that level.
Provision is made for an intermedidtevel 2trigger should severe conditions require additional
sophistication.

The L1 trigger is responsible for interpreting incoming detector signals, recognizing and re-
moving beam-induced background to a level acceptable for the L3 software trigger, which runs on
a farm of commercial processors. The L1 trigger decision is based on charged tracks in the DCH
above a preset transverse momentum, showers in the EMC, and tracks detected in the IFR. During
normal operation, the L1 is configured to have an output rate of typically 1 kHz.

The L3 receives the output from L1, performs a second stage rate reduction for the main physics
sources, and identifies and flags the special categories of events needed for luminosity determina-
tion, diagnostic, and calibration purposes. At design luminosity, the L3 filter acceptance for physics
is ~ 90Hz, while ~ 30Hz contain the other special event categories, with an average event size of

~ 28 kbytes. Events selected by the L3 trigger are then stored for online processing.

Both L1 and L3 trigger systems have met the design requireme®fi%fselection efficiency
for BB events at a luminosity af x 1033 cm~2 s~!. They also provide solid foundation for an
upgrade path to luminosities #6034 cm=2 s~
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4.4 Data acquisition system

The data acquisition system (DAQ) is responsible for the transport of the event data from the
front-end electronics (FEE) of the detector, to the online event processing, through the trigger sys-

tem. The components of the DAQ are schematically shown in Figure 4.10.
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Figure 4.10: Schematic diagram of the data acquisition system.

All BABAR subsystems share a common electronics architecture. Event data flows through
the FEE chain, which consists of signal processing, digitization, readout electronics, and a trigger
latency buffer to store data during L1 trigger processing.

The FEE systems are mounted on the detector to optimize performance, and to minimize the
cable plan, thereby avoiding noise pickup and ground loops in long signal cables.

At PEP-II, bunch crossings are nearly continuous at a 4.2 ns spacing. Dedicated L1 processors
receive data continuously from the DCH, EMC, and IFR subsystems. These processors produce
clocked outputs to thiast control and timing systefRCTS) [79] at a rate of 30 MHz, which is the
granularity of theL1 Acceptsignal.

Upon the arrival of arL1 Acceptsignal, a portion of each system L1 latency buffer is read
out, ranging from aboui00 ns or the SVT, to4 — 6us for the EMC. The processed digital signal is
transfered via optical fiber links [76] from the FEE to a set of 133 specialized Y&d&out modules
(ROMs).

These ROMs are grouped by detector subsystem and housed in 23 data acquisition VME crates,
which contain between one and ten such ROMs. Each ROM consists of a processor [77] running
the VxWorks [78] realtime operating system, and event buffers.

The online data flow (ODF) [80] connects, controls, and manages the flow of data in the acqui-
sition hardware with little dead time, and is also in charge of building complete events from data
transfered to the ROMs. Part of the ODF code is embedded in the processor of each ROM and is
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used to process the data transfered from the FEE. ODF builds complete events by first collecting
the data in each crate into an additional dedicated ROM, and then collecting the data from the 23 of
these, and transferring them to the online farm, across an Ethernet network.

The online farm consists of 32 Sun workstations running the Solaris operating system. Each
node runs the the online event processing (OEP) software [81], which provides a real-time frame-
work within which complete events delivered from the ODF event builder are processed by the L3
trigger algorithms.

OEP performs also fast monitoring algorithms to provide real-time quality assurance of the data.
Events selected by the L3 trigger algorithms in OEP are retained for subsequent full reconstruction,
after merging the output of all OEP nodes, which is written to an intermediate storage.

The last step in the collection and processing of data is represented by the online prompt recon-
struction (OPR), which bridges the online and offline systems [82, 83].

This system reads the raw data recorded on disk by OEP and, operating on a farm of 150 Unix
processors, selects physics events and collects extensive monitoring data for quality assurance, and
writes the output of théABAR reconstruction program into an object orienteknt storg84].

One important feature of OPR is thaling calibration. This consists in the generation of recon-
struction constants during event processing, which are then applied to the processing of subsequent
data.

These constants are stored in a conditions database [85], also an object oriented database, and

accessed by the analysis programs when reading the processed events from the event store.

4.4.1 Online detector control and run control

The online detector control (ODC) system controls and extensively monitors the electronics, the
environment, and assures the safety of the detector. Its implementation is based on EPICS [86], pro-
viding detector-wide standardization for control and monitoring, diagnostics, and alarm handling.
ODC also provides communication with PEP-II and the magnet control system.

The operator interacts with this part of the control system trough screens controlled by the
EPICS display manager. Dedicated control and display panels are developed for each subsystem
using common color codes to show the status of devices. A top-level panel summarizes the status
of all subsystems. The operator is also provided with audible and color-coded alarms, and warnings
for all detector components.

The online run control (ORC) system ties together the various components of the online sys-

tem, and provides the user with a single graphical interface [88] to control the DAQ operations,
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implemented as an application of SMI++ [87].
The DAQ system is modeled as a collection of objects behaving as a finite state machine. These
objects represent both real entities, such as the ODF subsystem or the drift chamber, and abstract

components, such as thelibrator, a supervisor program used during the detector calibration.

4.5 Reconstruction of charged particles

The charged particle tracking system is made of two components, the silicon vertex tracker and
the drift chamber , and provides efficient detection of charged particles, and the measurement of
their momentum with high precision.

Since the average momentum of charged particles producBddiecays is less than@eV/ e,
multiple scattering is a significant limitation on the track parameter resolution. Therefore, special
care has been taken to reduce the volume and the amount of material in the tracking system as
described in Section 4.3.2.

The SVT, with a typical single-hit resolution of 10m, provides precise reconstruction of
charged patrticle trajectory and decay verticesBodnd D mesons near the interaction region. It
also provides standalone tracking capability for charged particles with a transverse mormpgntum
between 60MeV/c and 120MeV/c. The lower limit is due to the multiple scattering in the beam-
pipe material, while the higher limit is the minimum that can be reconstructed reliably in the DCH
alone.

The DCH contributes primarily to the measurement and is also used to reconstruct decay and
interaction vertices outside the SVT volume, for instafcedecay.

The trajectory of charged particles is defined by five parameters [74] listed in Table 4.4.

Parameter Description

w Curvature of the track defined as= 1/p,
dy Distance in thec—y plane between POCA and the origin
20 Distance along the axis between POCA and the origin

oo Azimuth angle of POCA
tan A Dip angle of the track relative to the transverse plane

Table 4.4:. Parameters defining the trajectory of a charged tr&BCA s the point of closest
approach of the trajectory from theaxis.
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Charged track finding starts with pattern recognition in the DCH, based on three different al-
gorithms [89]. The first uses the same fast algorithm employed by the L3 trigger, for finding and
linking superlayer-based track segments from moderate-toshighacks, originating from the in-
teraction point.

Two subsequent track finders then work on superlayer segments not already attached to a recon-
structed track. They are designed to find tracks with lowerpassing through fewer than the full
ten superlayers of the chamber, or originating away from the interaction point.

At the end of this process, all tracks are refit with a Kalman-filter fitter [90] that takes into
account the detailed distribution of material in the detector, and the non-uniformities in the detector
magnetic field.

These tracks are then projected into the SVT, and silicon-strip hits are added, if they are con-
sistent within the extrapolation errors, through the intervening material and field. A search is per-
formed for tracks that are reconstructed with the remaining unused silicon clusters, again with two
different algorithms.

At the end of the SVT-only track finding, an attempt is made to match SVT- and DCH-only
track segments, which may result when a hard scatter occurs in the support tube material between
the two devices.

The resolution on the track parameters are determined with two different methods from cosmic
rays and hadronic events [91,92]. The two methods give similar results and are in agreement with
the expectations. The measured resolutions depend on the transverse momeofttiva tracks.

Using cosmic ray tracks with; = 3 GeV/¢, the resolutions ordy andz, are measured to be

Ody = 23 pm 0¢o = 0.43 mrad

0. = 29 ym Otanx = 0.53 - 1073

Figure 4.11 shows the the dependencelpfind z; resolutions on the transverse momentpgm
measured with tracks from hadronic events.
Figure 4.12 shows the resolution on the transverse momeptumeasured with cosmic muons.

The data are well represented by a linear function,
O, /Pt = (0.13 £ 0.01)% - p; + (0.45 £ 0.03)%,

with p; is measured inGeV/ec.
For a track withp, of 1 GeV/c the resolution is about B1eV/c. These values for the resolution

parameters are very close to the design expectations.
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Figure 4.11: Resolution on impact parametéraindz, for tracks in hadronic events, as a

function of the transverse momentuym

4.5.1 Selection of charged tracks

Several quality requirements are applied to the charged tracks reconstructed in the tracking
system to defindists of tracks for analysis purposes [93]. The lists are hierarchical: starting from
a list including all reconstructed charged tracks, tighter requirements are applied to define good

quality tracks.

1. ChargedTracks : All tracks reconstructed in the drift chamber and/or the silicon vertex

tracker with the pion hypothesis.

2. GoodTracksVeryLoose : Subset ofChargedTracks with additional requirements:

e center-of-mass momentupi less than 1GeV/ ¢, and
e distance from the nominal beamspot less tharcih.5n the transverse-y plane, and

less than 10m along thez axis.

3. GoodTracksLoose : Subset ofGoodTracksVeryLoose that satisfy the following re-

guirements:

e transverse momentum greater than 100eV/ ¢, and

e at least 12 hits in the drift chamber.
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Figure 4.12: Resolution on the transverse momenpgimmeasured with cosmic muons
traversing the DCH and the SVT.

4. GoodTracksAccLoose : Subset ofsoodTrackLoose tracks within theiducial volume

of the tracking system defined @sll < O ap < 2.54rad, wherefy,ap is the polar angle in
the laboratory frame.

5. GoodTracksTight : Subset ofGoodTracksLoose with:

e at least 20 hits in the drift chamber, and

e distance from the nominal beamspot less tham1n the transverse-y plane, and less
than 3cm along thez axis.

4.6 Reconstruction of neutral particles

The electromagnetic calorimeter (EMC) is used to measure electromagnetic showers produced
from 7% andn decays, and from electrons and photons in QED and radiative processes.

A typical electromagnetic shower spreads over many adjacent crystals, forncingter of
energy deposits. Pattern recognition algorithms have been developed to efficiently identify these
clusters, and to differentiate single clusters, with one energy maximum, from merged clusters, with
more than one local energy maximum, referred tdasps Local maxima occur, for example,

when photons from high-energy’ decays are unresolved, resulting in several showers are in close
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Figure 4.13: Invariant mass of two photonsBi3 events. The energies of the photons and
the ° are required to exceed 30V and 30QVeV, respectively. The solid line is a fit to
the data. The signal Gaussian component has a widttvaiVi

proximity. Furthermore, the algorithms determine whether a bump is generated by a charged or a
neutral particle.

Clusters are formed around initial seed crystals, containing at leddieY0of deposited en-
ergy. Neighboring crystals are added to the cluster, if their energy excedds.1If the newly
added crystal has energy greater thavie¥, its contiguous neighbors (including corners) are also
considered for inclusion in the cluster.

Local maxima within a cluster are defined as candidate crystals that have an energy exceeding
each of its neighbors, by a fraction that depends on the number of crystals in the local neighborhood.
Clusters are then divided into as many bumps as there are local maxima.

The division is based on a two-dimensional weighting scheme that assumes electromagnetic
shower shapes to divide up the cluster energy. The position of each bump is calculated with a
center-of-gravity method, with logarithmic weighting of crystal energies [94].

A bump is associated with a charged particle by projecting a track to the inner face of the
calorimeter. The distance between the track impact point and the bump centroid is calculated, and
compared to the Monte Carlo expectation for different particle species, based on the measured track
parameters. If the distance is consistent with the expectation, the bump is associated with this
charged particle. Otherwise, it is assumed to originate from a photon.

The energy resolution of the calorimeter is measured at low energies directly with a radioactive
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source under ideal low-background conditions, while at high energies, it is derived from Bhabha
scattering.

For energies below @eV, the mass resolution af’ and, mesons (Figure 4.13), decaying into
two photons of approximately equal energies, is used to determine the energy resolution [95].

A fit to the energy dependence vyields

op _ (2:32£0300% g g5 4 0.12)%. (4.1)

E 4/ E(GeV)
The energy-dependent term arises primarily from the fluctuations in photon statistics. The constant

term, dominant at energy greater tha@dy, is due to non-uniformity in light collection, leakage or
absorption in the material between and in front of the crystals, and uncertainties in the calibrations.

4.6.1 Selection of neutral particles

The neutral particles reconstructed in the electromagnetic calorimeter are organized in hierar-
chical lists, similar to charged tracks, on the basis of the following quality requirements:

1. CalorNeutral : All energy bumps in the electromagnetic calorimeter not associated with
any charged track.

2. GoodNeutralLooseAcc : Subset ofCalorNeutral  with additional requirements:

e energyE greater than 301eV/c,
o lateral shaper paramet&f,at [96] less than 1.1, and

o within the fiducial volumeof the EMC defined a8.41 < fpap < 2.409rad, where

O1.aB is the polar angle in the laboratory frame.
3. GoodPhotonLoose : Subset ofCalorNeutral  with additional requirements:

e energyF greater than 30eV/c, and

o lateral shaper parametgr a1 [96] less than 0.8.

4. GoodPhotonDefault : Subset ofoodPhotonDefault  with minimum energy of 1001eV/c.

4.7 Particle identification

Identification of electrons, muons and kaons is an essential ingredient in the determination of

the flavor of B mesons as described in Chapter 6.



67

The charge of energetic leptons from semileptonic decays is correlated to the quark content of
the decayingB meson.

The number and charge of kaons in the final state are used to determiBefldner, through
the decay chaih — ¢ — s.

Kaon identification is also used to reduce combinatorial background in the reconstruction of
meson candidates, that decay to final states with many charged particles.

4.7.1 Kaon identification

Kaons are distinguished from pions and protons on the basis of specific energy-loss measure-
mentsdE/dx in SVT and DCH, and the number of Cerenkov photons and the Cerenkov angle in
the DIRC [97,98].

The momenta of the kaons used for flavor tagging extend up to ali@elv/2:, with most of
them below XGeV/¢, since they are produced in the secondary decays of charm mesons. Kaons and
pions originated in the rare two-body decays of (héave momenta between 1.7 and @&// c.

The difference between the measured truncated-ndéghlz in the DCH, and the expected
mean for the pion, kaon, and proton hypotheses, with typical resolution of 7.5%, is used to com-
pute likelihoodsl,, Lx andL,, assuming Gaussian distributions. The distribution of the measured
dE/dx in the DCH for selected control samples, as a function of momentum, is shown in Fig-
ure 4.14.

The difference between the measué66th truncated-meadFE /dx in the SVT and the expected
dF/dz is described by an asymmetric Gaussian distribution. For minimume-ionizing particles, the
resolution on the SVT truncated mean is abotftc which allows a20 separation between pions
and kaons up to momentum of 5G@V/ ¢, and between kaons and protons beyoit¥/ c.

The DIRC providesr/K separation of- 40 or greater, for all tracks fronBB-meson decays,
with momenta from the pion Cerenkov threshold, ug ®GeV/c.

In the DIRC, a likelihood is obtained for each particle hypothesis from the product of two
components: the expected numidéy of Cerenkov photons, with a Poisson distribution, and the
difference between the measured average Cerenkov én¢fiegure 4.15) and the expected angle
69, for a given mass hypothesis, assuming a Gaussian distribution.

Loose kaon identification is used in exclusiiereconstruction, while thé-flavor tagging is
based on tighter criteria.

The NotAPion kaon selection is defined by combining individual likelihoods from SVT and
DCH for momenta below 0.6¢V/¢, from DCH only for momenta between 0.5 and G:&//c,
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Figure 4.14: Measurement d/dx in the DCH as a function of track momenta. The data
include large samples of beam background triggers, evident from the high rate of protons.
The curves show the Bethe-Bloch predictions derived from selected control samples of

particles of different masses.

and from DIRC only for momenta above @&V/c. Kaon candidates are rejected if the likelihood
ratios satisfyLx /L, < rand Lk /L, < r, wherer = 0.1 for p < 0.5GeV/c andr = 1 for
p > 0.5 GeV/c. Tracks with no particle information are assumed to be kaons.

TheNotAPion kaon requirement has a nearly constant kaon-identification efficiency of about
96%, and a pion-misidentification probability of not larger thzV%o, for tracks in the transverse
momentum between 1 arxb GeV/ec.

Tighter kaon selections requiy /L. > r, with r typically greater than one. For loose pion

selection, candidates are rejected if they satisfy tighter kaon or lepton criteria.

4.7.2 Electron identification

The most important variable for the discrimination of hadrons is the ratio of the shower energy
to the track momentur(¥ /p). Electrons are separated from charged hadrons primarily on the basis
of their deposited energy, lateral and azimuthal shape of the shower in the EMC [96, 99], and track
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Figure 4.15: Distribution of the measured Cerenkov afigia a control sample oD° —
K~7t decays.

momentum. In addition, théF' /dz energy loss in the DCH, and the Cerenkov angle in the DIRC,
are required to be consistent with the electron hypothesis [100].

Four different categories of electron candidatésri/Loose , Loose , Tight , andVery-
Tight ) are defined with the criteria listed in Table 4.5. For each category the difference between
the measured meatF /dz and the expectation for an electron must lie within an interval defined
in terms of the expected¥/dx resolutiono. Candidates that are not matched to an EMC bump are
retained asioCal electron candidates if their measuré /dx satisfies the same requirements as
theVeryTight  selection.

Electron identification efficiencies in the momentum rafige< p < 3.0 GeV/c vary between
88% and98% for the criteria in Table 4.5. The pion misidentification rates are b&l® for the
VeryTight selection.

4.7.3 Muon ldentification

Muon candidates are primarily identified by the measured number of hadronic interaction lengths
ny, traversed from the outside radius of the DCH through the IFR iron, and the diffefengebe-
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Category dE/dx Interval E/p Additional requirements

VeryLoose [—30, 70] >0.50 -

Loose [—30,70] >0.65 -

Tight [—30, T0] [0.75,1.3] Lateral shower shape

VeryTight [—2.20,40]  [0.89,1.2] Azimuthal shower shape; consistency

of DIRC Cerenkov angle3g)

Table 4.5: Electron identification criteria.

tweenny and the predicted penetration depth for a muon of the same momentum and angle [101].
Contamination from hadronic showers is rejected by a combination of the average rymber
and the variance,, ,. of hits per RPC layer, the? for the geometric match between the track
extrapolation into the IFR and the RPC hi}(%k, and they? of a polynomial fit to the RPC hits,
X?pit. In addition, for those muons within the acceptance of the EMC, the the ehAgofyhe bump
in the calorimeter must be consistent with a minimum ionizing particle.
In the forward region, which suffers from some machine background, additional requirements
are made on the fraction of RPC layers with hits.
Four different categories of muon candidat&eryLoose , Loose , Tight , and Very-
Tight ) are selected with the criteria listed in Table 4.6.
Muon identification efficiencies in the momentum rangé < p < 3.0 GeV/c vary between
60% to 92% for the criteria in Table 4.6, while pion-misidentification rates are al3$utfor the
Tight selection.



Category ny An/\ Mhits Onpits X?rk;/nlayers X?‘it/nlayers EEMC [GeV]

VeryLoose >20 <25 <10 <6 — — < 0.5
Loose >20 <20 <10 <6 <7 <4 < 0.5
Tight >22 <10 <8 <4 <5 <3 [0.05, 0.4]
VeryTight >22 <08 <8 <4 <5 <3 [0.05, 0.4]

Table 4.6: Muon identification criteria. The variables are defined in the text.

TL



Chapter 5

Exclusive reconstruction of B mesons

The measurement afP violation requires a large sample of fully reconstructBdmesons
in CP and flavor eigenstates. Due to their heavy mdssnesons decay to many channels with
branching fractions of the ord@i’D(lO—Q) or smaller. It is, therefore, necessary to reconstimict
mesons in a relatively large number of final states containing charmed, light, and charmonium
mesons.

The first step in the reconstruction process is the selectidgh/®devents, which is described in
Section 5.1. Th&'P and flavor eigenstates utilized in this analysis are summarized in Section 5.2.
The selection criteria for the intermediate states in the decay chains are described in Section 5.3.

Exclusive reconstruction oB mesons is described in Section 5.4, where the two important
kinematic variables, energy differenéeg and the energy-constrained masgg are introduced.

The selection criteria for th€’P and flavor eigenstates are summarized in Sections 5.5 and 5.6,
respectively.

Reconstructed3™ mesons represent a large and valuable control sample for time-dependent
studies, as well for flavor-tagging validation. The selection criteria for this control sample are

discussed in Section 5.7.

5.1 Event Selection

Production cross sections for the physics processes #i(the) energy were listed in Table 4.1.
In addition to the'(4S) — BB decay, these processes include continggrand QED events such
asete” —ete ,utpu, 77, andyn.

The event topology is significantly different for each type of processes. Table 5.1 summarizes

72
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the main characteristics of each process.

Event type Main characteristics

ete” — ete” Two high-momentum back-to-back
tracks, and associated energy deposit

in the EMC

ete™ — utp~ Two high-momentum back-to-back
tracks

ete” -1t~ Back-to-back topology with large

missing energy, due neutrinos from
semileptonicr decays

ete” — vy Large missing energy, and small num-
ber of tracks due to preferential pro-
duction of particles along the beam di-
rection

et

e” —qqWithg =u,d, s, c Large number of hadrons and jet-like
topology, due to the hadronization of
the quarks which are produced back-

to-back.

ete” — T1(4S) — BB Large number of hadrons and
isotropic topology due to theB
decays.

Table 5.1: Main characteristics of the physics processes at(thg) energy, in the center-of-mass
frame.

The QED events are discriminated by selecting events with tG@edTracksAccLoose
tracks (see Section 4.5.1) and a total visible energy greater th&v¥.5

The visible energyV is defined as the sum over the energy of@GtlodTracksAccLoose
tracks andsoodNeutralLooseAcc  neutral particles (see Section 4.6.1)

GoodTracksAccLoose GoodNeutralLooseAcc

W = > \/m2 4+ p?+ > E; (5.1)
i J
The distribution of the number déoodTracksAccLoose tracks and the visible energy

are shown in Figures 5.1 and 5.2, respectively. The distributions are normalized to the same area,
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hence only the shapes are meaningful. The above requirements remove, almost entirely, the QED
events and select the hadrofd3 and continuunyg events.
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Figure 5.1: Distribution of the number @oodTracksAccLoose tracks in the main
physics processes at tifg4.5) energy. The distributions are normalized to the same area.

For the the time-depende@ analysis, only thé3 3 events are needed. The normalized second
Fox-Wolfram moment [102R, is used to reduce background from continuum dd, s3, andcé
events.

The ¢t" Fox-Wolfram moment, is the momentum-weighted sum of Legendre polynomial of
¢t order, computed from the cosine of the angle between all pairs of tracks. Hgasrbasically
a multipole moment of the momentum distribution in an event. Hemoment is the analog of
the electric charge distribution. The first mometit is zero because the momentum is not a signed
quantity (unlike the electric charge) and therefore can not have a dipole moment. The quadrupole
momentH, can instead discriminate events with a jet-like structure of momenggravents) from
those with a more spherically symmetric topolod3y§ events).

The normalized ratid?, = Hy/H, is therefore very close to unity for events with back-to-back
tracks such as QED events, and approaches 0 for isotropic evenfsMikevents. The distribution
of R, for the physics processes at thi¢4S) energy is shown in Figure 5.3. The value Bf is
computed with th&soodTracksAccLoose charged tracks and tf@oodNeutralLooseAcc

neutral particles.
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5.2 ReconstructedB decay modes

The CP and flavor eigenstates of tie meson which are fully reconstructed for this analysis
are summarized in Table 5.2. The branching fractions for these modes [33] are also included in the
same Table.

Decay mode Branching fraction (%)

CP eigenstatesiB-p sample)

B — Jap KO (8.7+0.05) x 1072
B® —(28) K (5.7 +1.0) x 1072
B — xa K° (4.0112) x 1072
B — . K° 0.11%5:08

Flavor eigenstatedd;., sample)
B — D* gt 0.28 +0.02
B — D*= pt 0.73£0.15
B - D*af 1304027
B — D~ n* 0.30 £ 0.04
B — D~ p* 0.78+0.14
B — D~ af 0.60 + 0.33
BY — J K0 0.134+0.01

BT control sample

BT — D 7xt  0.46 4+ 0.04
Bt — DO r*t 0.53 +0.05

Table 5.2: Fully reconstructe@P and flavor eigenstates, and their branching fractions. 0Re
eigenstates are color suppressed, hence their branching fractions are smaller by at least an order of
magnitude.

Figure 5.4 shows the full decay chain for tf® — D*~ 7+ mode. TheB reconstruction
proceeds in the reverse order: first, charged tracks are combined to Béleetndidates; these
candidates are then combined with the remaining charged tracks to identify*theandidates;
finally, B candidates are formed from combinations[of~ candidates and remaining charged
particles in the event. The next Section describes the selection criteria for the intermediate states.

Charge conjugation is implied throughout this Section unless explicitly specified.
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Figure 5.4: The full decay chaiB’ — D*~aj, followed by D*~ — D%, D° —

Kt~ anda] — ntr— 7.
5.3 Reconstruction of decay daughters

Intermediate states in the decays®imesons are selected from combinations of charged tracks
and neutral particles, which are selected according to the criteria described in Sections 4.5.1 and
4.6.1.

Vertex and kinematic fitting techniques are applied to improve the resolution on the measured
momentum of reconstructed mesons and further reduce contributions from combinatorial back-
ground. A general description of these techniques and their benefits is beyond the scope of this
thesis. A comprehensive discussion of the kinematic- and vertex-fitting techniques can be found in

a series of lectures by Paul Avery [103].

53.1 7% — vy

The 7° meson decays to a pair of photons in 98.8% of the time. BeodPhotonLoose

photon candidates (see Section 4.6.1) are combined tof8rrandidates.

Photon pairs with invariant mass withir20 MeV/c? of the nominak® mass (1331eV/ c? [33]),
and a minimum energy of 20@eV are selected. The invariant mas$y~y) for these candidates is

shown in Figure 5.5.

Selected candidates are subjected to a kinematic fit, with the-tlevariant mass constrained
to be the nominak® mass (mass constraint). The mass constraint improves the energy resolution of

the selected® candidates.
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Figure 5.5: Invariant mass () for selectedt’ candidates withE .o > 200 MeV.
532 K!— atr, n07Y

The K candidates are reconstructed in decay mades — and=® 7, which have a branching
fraction of, respectivelyy8.6% and31.4% [33].

Candidates in the® 70 mode are only used in the selection@P eigenstatesEcp sample)
while the candidates in thet 7~ mode are used for botfiP and flavor eigenstate#3f,, sample).

The selection criteria are slightly different félcp and By, samples.

Inthemr ™7~ mode, a pair of oppositely-charg&bodTracksLoose tracks (see Section 4.5.1)
are required to originate from a common point (vertex fit). The invariant mgss 7 ~) for these
candidates is shown in Figure 5.6. Candidates with invariant mess 7—) between462 and
534 MeV/c? are selected. In addition, the probability for the tracks to have a common vertex (vertex
x? probability) must be greater thanl %. The distribution of the probability?(y?) for the selected
candidates is shown in Figure 5.7. Candidates satisfying these requirements are used to reconstruct
flavor eigenstates.

Additional requirements aimed at increasing the precisiogin® are applied for those can-
didates used in th&cp sample [104]:

e anglea between the flight direction and the momentum vector of Afecandidate (see
Figure 5.8) is required to be smaller than 20fhd;

o the transverse flight distandg, from the primary vertex in the event must be greater than
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Figure 5.6: Invariant mass (77 ~) for selectedk? — n+7~ candidates.

2mm, while the three-dimensional distaneg, from the vertex of the charmonium meson
is required to be greater thamim; and

e the invariant mass must lie betweés and507 MeV/c2.

Pairs of 7" candidates, each in the mass range 100M8§ ¢?, corresponding to-50 and
+30 of 7% mass resolution, are combined to constr&& — 7%7° candidates. The® candidates
are assumed to originate at the interaction point. Kecandidate must have energy greater than
800MeV and invariant mass between 300 and K087/ 2.

The most probablé? decay point is determined along the path defined by the irfiffamo-
mentum vector and the charmonium meson vertex by maximizing the product of probabilities for
the daughterr® mass-constrained fits (see Figure 5.9). Fikinvariant mass is re-evaluated at the
measured decay point and must lie between 470 and/&E3Bc>.

5.3.3 p',af, and K* mesons

The p* meson has a mass of 7BlkV/c? and a Breit-Wigner width of 15BleV/c? [33]. The
pT candidates are formed from combinations of @@odTrackLoose track and ar® candidate

with energyE,.o greater than 30BleV/c?. Candidates with invariant mass withirl 50 MeV/c? of
the nominalp™ mass are selected.



80

log(entries)
=
(o))
T

stenex

10% LM

I S U B IV IV IV B I
0 01 02 03 04 05 06 0.7 0.8 0.9 1

PX")

[N
o
wu

Figure 5.7: Distribution of the vertex probabilify(y?) for selectedk? — 77~ candi-
dates.

Candidates inthe — =77+ decay are selected from combinations of tie@®dTrack-
sLoose tracks with invariant mass in the range of 1.0 toGe//c?. The mass of the] meson is
1230MeV/c? and the Breit-Wigner width is between 250 and 806/ c? [33]. The combinatorial
background for combinations of three charged tracks is relatively high. The random combinations
are reduced by requiring the three tracks to have a common decay vertex with a probability greater
than0.1%.

K*Y mesons have a mass of 892V/c? and a width of about 5BleV/c?, and decay almost
entirely to final states{* 7~ and K2 7° [33]. The K** has similar properties and is selected in

the final stateg<? 7= and K+ =°.

TheGoodTracksLoose tracks are used as pion and kaon candidates in decay nidtes
and K+ 7%, Only the K candidates in the™ 7= mode are used in the final stat&§ 7° and K¢
7. Combinations with invariant mass within 1:V/c? from the nominalK * mass are selected.

Since theK™ is a vector meson witli=1, the conservation of angular momentum requires the
particles in the final state to have orbital angular momenifurh andZ,=+1. As a consequence,
anglef g, measured in th&™ rest frame, between the kaon momentum andiftialirection, mea-
sured in theB frame, has ain? 6 distribution, while the background is distributed uniformly. The
distribution off is therefore used to suppress combinatorial background in final states containing
an?. The requiremenitcos | < 0.95 rejects5% of the random combinations.
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Primary Vertex

Figure 5.8: Flight lengthf,,,, anglea between the flight direction and the momentum of
the K candidates, and the three-dimensional distanggebetween thek® and the char-

monium vertices.

Charmonium Vertex

Figure 5.9: The decay vertex 6f2 — 7%7° candidates is constrained to be along the path

defined by thex? momentum?” and the charmonium decay vertex.

5.3.4 Charmed mesons
D%and D~

The decay modes of the charm®&d and D~ mesons, reconstructed in this analysis, are listed
in Table 5.3. Candidates in these modes are formed by comb®ougiTracksLoose tracks
with 7% and K candidates (only in the™ 7= mode). For each combination, the normalized mass
variablez = (miny, — mo)/o, must be less than 3. Herey is the nominalD mass,miyy is

the invariant mass of the candidate, ang is its uncertainty computed from the measured error
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Meson Masg MeV/c?) Decay mode  Branching fraction (%)

DY 1865 K+ n~ 3.80 £+ 0.09
K+ p 10.2+0.9
Kta - nt o™ 7.54+0.3
KYntn~ 3.0+0.2

D~ 1869 Kt n—nt 9.1+0.6
K97~ 1.4+0.1

S

Table 5.3: Selected decay modes/#f and D~ mesons and their branching fractions.

matrices of the charged tracks. Kaon identification and the vertex probability are also used to
reduce the combinatorial background. The required criteria vary for the different decay modes and
are summarized later in Section 5.6. Figures 5.10 and 5.11 show the distributions of the invariant
mass for theD? — K+7~ andD~ — Ktn~ 7~ candidates, respectively, and the impact of kaon
identification and vertex probability requirements. The distribution of the probaltlify?) for the
vertex of theD? — K+~ candidates is shown in Figure 5.12.

Inthe D — K*p~ mode, the angular distribution of the decay products is used to reduce
combinatorial background. Conservation of angular momentum requires tHaughters to have
L=1 andL,=0. Therefore, anglép, in Figure 5.13, between the directions of the and the
DY, computed in the~ rest frame, has aos?  distribution, while the background is distributed
uniformly. The requirementcos 67,| > 0.4 rejects 40% of the random combinations.

Finally, momentunp* of all D and D~ candidates in th& (45) rest frame must lie between
1.3 and 2.%5¢eV/c. The lower limit corresponds to the minimum momentunfomesons produced
in B decays, and reduces the combinatorial background. The higher limit is needed to reject high-

momentumD mesons produced in continuuga events.

D*~ — DO~

The D*~ candidates are selected in thé~ — D7~ decay which has a branching fraction of
68% [33]. Then~ is commonly called thesoft pionbecause of its low momentum. The origin
of the low momentum is the small energy release in the decay, given by the diffefgnce
Mp«— — Mpo = 146 MeV.

A GoodTracksVeryLoose track (see Section 4.5.1) with a momentum greater thaiiahQ' c
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Figure 5.10: Distribution of the invariant masg K 7 ~) for the D — K*7~ candidates,
and the impact of kaon identification and vertex probability requirements.

and less than 450eV/c is combined with aD?, to form D*~ candidates. The lower limit is the
threshold for track reconstruction in the silicon vertex tracker, while the higher limit is the maximum
possible momentum, in the laboratory frame, for the soft pion in this decay.

The mass differencém = m(D% ) — m(D°) between theD’r~ invariant mass and thB°
mass is commonly used to seldet™ candidates. The resolution 6m is improved by constraining
the DY candidate mass to its nominal value, and by using the beamspot as an additional geometric
constraint for the soft pion, when thig*~ decay vertex is computed (see Figure 5.14). The effective
vertical size of the beamspot is increased taA0(from a few microns) to account for the transverse
flight of the B mesons, which have a transverse momentum of aboutvi3¥fc.

The distribution ofém of selected candidates is shown in Figure 5.15. The candidates

with a mass differencém within 2.5 standard deviationss,, of the expected valuém, =

145.4 MeV/c? [33] are selected. The value of;,,, varies within theD" decay modes due to the
multiplicity of the final state.

E*O N EO,R_O

The D** — D%zY candidates are selected from combinations 8f%aand ax® with center-of-
mass momenturp* less than 4501eV/c in theY'(45) frame.

Since allr® mesons are subject to mass-constrained kinematic fits (see Section 5.3.1), the mass
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Figure 5.11: Distribution of the invariant mass(K 7~ 7~) for the D= — K*n 7~
candidates, and the impact of kaon identification and vertex probability requirements.

differencedm is computed from the reconstructed mass¢®°7") andm (D), which in this case
is not fixed to the nominaD® mass.

Due to the worse energy resolution fof's, compared to the momentum resolution for the
charged tracks, the resolutien,,, is worse than foD*~. The distributions obm for the selected
D* candidates are shown in Figure 5.16. Th& candidates withim within 4MeV/c? of the
nominal mass differenc&mn, = 142.2 MeV/c? [33] are selected.

5.3.5 Charmonium states

S, (25), and xo

The decay modes of th&), ¢(2S5), andx.1 mesons reconstructed in this analysis, and their
branching fractions, are listed in Table 5.4 [33].

The J/y and(2S) candidates are selected from pairs of oppositely-chatgeddTrack-
sLoose tracks (see Section 4.5.1), on the basis of their invariant maés¢~) and particle iden-
tification criteria.

These criteria are different for eadh decay mode, due to differing levels of background en-
countered, and have been optimized to provide the best sensitiifyi23. Tables 5.5 and 5.6

summarize the criteria for the" e~ and 4~ modes, respectively. The particle-identification
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Figure 5.12: Distribution of the vertex probabilif§(y?) for selectedD® — K*7~ candi-

dates.

Figure 5.13: Definition of the helicity angl),. in the D° — K*p~ decay.

criteria are described in Sections 4.7.2 for the electrons and in Section 4.7.3 for the muons.

The distributions of the invariant mass(¢*¢~) are shown in Figures 5.17 and 5.18 ity and
(285, respectively. The asymmetric tail to the left in thiee™ final state is due to Bremsstrahlung
photons radiated by the electrons. The energy of these photons is recovered by ide@dgitg
PhotonLoose 4.6.1 photons within 3frad in polar angle and 5thrad in azimuth, of the pro-
jected direction of the electrons.

For they(2S) — Jiyntm~ mode,/™ ¢~ candidates are constrained to the nomifal mass
and then combined with pairs of oppositely-charggabdTracksLoose tracks. Candidates with
0.574 < m({Te~wtn7) —m(JRp) < 0.604GeV/c? are selected. Distributions of the difference
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the trajectory of the soft pion,.

Meson Masg MeV/c?) Decay mode Branching fraction (%)

J7 3097 ete” 59+0.1
whp 59+0.1
»(25) 3686 T wt 30.5+ 1.6
ete” 0.73+0.04
e 0.70 = 0.09
Xel 3511 Jpy 31.6+3.2

Table 5.4: Reconstructed decay modes of fie, ¢ (2S5), and x.; mesons and their branching
fractions.

m(T ¢~ mwt7~) — m(J/p) are shown in Figure 5.19.

The x.1 candidates are formed from @M/~ candidate constrained to the nomiol) mass,
and aGoodNeutralLooseAcc  photon (see Section 4.6.1) with energyy > 150 MeV. The
photon candidate should not form, in combination with any other photon in the event having at
least 7QMeV of energy, ar’ candidate with mass between 120 and ¥/ c2. Distributions of
m(J/y) for the x.; candidates are shown in Figure 5.20. The small bump on the right is from
Xe2 — J/i+y decays. Thec.o has a mass of 359@eV/c? [33]. The current energy resolution in
BABAR is not sufficient to resolve the two peaks. Candidates with invariant maga) ) between
3.476 and 3.546'eV/c? are selected ag.; candidates.



87

ng r [
% 5000 |- 3500 |
g 4000 ; D° L KT 3000 B D° & Kmr?
g g 2500
(%] I B
£ 3000 ¢ 2000 |-
5 2000 |- 1500 B
g 1000 |-
0 : | Frr',\ | | ‘ | | L | | ‘ |
0.14 0.16 0.14 0.16
m(D°r)-m(Km) (GeV/d) m(Dr)-m(Krr) (GeV/d)
oL F
° 6000 [
= i
0 5000
o -
@ 4000 -
T 3000 |
> r
(<)) o
2000
1000 |-
0 L L

0.14 ‘ 0.16
m(D°m)-m(KTom) (GeV/c)

Figure 5.15: Distribution of the mass differenée = m(D%~) — m(D°) for selected
D*~ candidates.

B channel Particle ID m(ete™) (MeV/c?)
J K? None 2950-3140
V(28)K? (eTe™) VeryLoose 3436-3736
»(2S)K? (Jipmr7n~) VeryLoose 2950-3140
X1 K2 (J/p) Loose 2950-3140

Table 5.5: Particle identification and invariant mass requirementsg/prand )(2S) — ete™
candidates. The minimal particle identification criteria are applied to both daughters, while only
one daughter must pass the restrictive requirement.
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Figure 5.16: Distribution of the mass differenée = m(D% ) — m(D°) for selected
D*Y candidates.

B channel Particle ID  m(u*p™) (MeV/c?)
Jhp KO MIP 3060-3140
P(2S)K2 (utp™) VeryLoose 3636-3736
Y(2S)K? (JipmTn~) VeryLoose 3060-3140
X1 K2 (/) VeryLoose 3060-3140

Table 5.6: Particle identification and invariant mass requirementg/orand ) (2S) — u*pu~
candidates. The minimal particle identification criteria are applied to both daughters, while only one
daughter must pass the restrictive requirement. Muon selection criteria are defined in Section 4.7.3.
MIP refers to a minimume-ionizing particle.
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ne — KOK*nF, KT K70

Then. meson is reconstructed in the hadronic final states listed in Table 5.7 [33].

Meson Mass §eV/c?) Decay mode Branching fraction (%)
Ne 2979.7+ 1.5 KK 5.5+ 1.7

Table 5.7: Reconstructed decay modes ofithmeson and their branching fractions.

The discrimination of combinatorial background is an important issue in the selectign of
candidates. The high multiplicity of the final state and the hadronic decays of/theepresent
the main contributions to the background. A dedicated selection aimed at maximizing the number
of B — n.K? candidates for the time-dependei® violation studies is described in References
[105-107].

Charged kaon candidates @a@odTracksVeryLoose tracks (see Section 4.5.1) with mo-
mentum greater than 250eV/c and polar anglé between 0.3bad and 2.54ad, and must have
particle identification information in the DIRC or in the drift chamber.

The K — ntn~ candidates with reconstructed mass within Md/c? of their nominal
mass are used in tH€) K+« final state. For thes&? candidates, the cosine of the angle between
their flight direction and momentum (anglein Figure 5.8) is required to be greater than 0.99.

In the K+ K~ 7" mode, ther” — ~v candidates are required to have a mass withiN&8/c
the nominalr® mass. The energy of the lower energy photon must be greater thaviel30
while the minimum value for the higher energy photon is Ry . In addition, the opening angle
between the two photons in the rest frame must be less than 0.82, in order to remove random
combinations.

The K K candidates with invariant mass( K K ) between 2.90 and 3.1%V/ ¢? are retained
asn,. candidates. The distribution of (/K K ) for the K K*7T final state is shown Figure 5.21.
This region include d4.5 + 2.0% contribution from hadronic decays of thi:). Since then,
and J/i» mesons have the sani& eigenvaluencp = —1 it is not necessary to separate the
contribution in the time-depende6i” analysis.
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5.4 B reconstruction technique

Two kinematic variables are used to sel&cmeson candidates [108]:

1. The difference\ E, defined as
AE =FE*—Ey, (5.2)

is the difference between the enerfy of the B candidate and the beam enetgy in the
7(45) rest frame. In this framef; is simply half thel’(45) energy and represents the best
estimate for the true energy of ti2 meson. Hence)\ E has an expected value of zero for
signal candidates. The RMS spread\ £) is given by the uncertainty z on the measured
energy and by the spreag; of the trueB meson energy

0*(AE) = 0%+ 0% . (5.3)

The uncertaintyyp depends on the specific final state and varies between 7 ande¥0
The measured spread in the beam energies result in variations Bf4!%¢ energy and are
the main contribution tarz. The beam-energy spread is of the order of a felsV (see
Section 4.1) and thereforg AE) is dominated by .

2. The beam-energy—substituted mags; is defined as

mes = \/ B} — p*? (5.4)

whereE; is again the beam energy apdis the measured momentum of tBecandidate in
the?'(45) center-of-mass frame. The RMS spreadrafs is given by [108]
p 2
o?(mps) ~ 0% + <M—B> 02 (5.5)
whereo, is the uncertainty on the measured momentum. UnikAFE), sincep/Mp ~
[325 MeV/ ] /[5279 MeV/ c?] =~ 0.06¢, the uncertaintyr(mgs) is dominated by the beam-

energy spread .

These two variables are nearly uncorrelated. Figure 5.22 shows the distributiofy afersusAE

for the decay mod&* — D%z, Signal candidates accumulate aroungds = mp GeV/c? and

AFE = 0MeV. The signal region is defined below. There is a second satellite accumulation around
mgrs = mp andAE < —0.130GeV. This is due to final states with an additional low energy
pion that has not been included. For exampl&'a — D%p* decay followed byt — 770, is
selected in theD’x final state when the? is not included in theB candidate. Such a candidate

can have the correct mass but shifte@ because of the missing energy of tHe
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Figure 5.22: Distribution ofngs andAE for selected3 — D%zt candidates.

For the purpose of determining event yields and purities, four regions are defined inghe (

AF) plane. These regions are illustrated in Figure 5.23 and listed in Table 5.8. The composition
of the candidates in the signal andgs-sideband regions is illustrated in Figure 5.24. The sig-
nal component is parameterized with a Gaussian centered &t theson mass. The background
contribution is separated tombinatorialandpeakingcomponents.

The combinatorial background arises from random combinations of charged and neutral parti-
cles. TheAEFE of these combinations is within the required window, while thgs is smoothly
distributed and does not peak near tBanass. Thengg distribution for these combinations is
parameterized with a threshold function

A(mgs; mo, &) = Ngmpsy/1 — (mgs/mo)? o (1- (mES/mO)z)a (5.6)

commonly called the ARGUS function [109], whene, is the upper kinematic limit fixed at the
beam energy,, N is the normalization factor, arfdcontrols the slope of the function. The effect
of variations in¢ is illustrated in Figure 5.25.
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Figure 5.23: Definition of signal and sideband regions in thes(AE) plane. The beam
energyk, is fixed at 5.291GeV/ 2.

Region mgs window (GeV/c?)  AFE window (GeV)

Signal 5.27 < mgs < Ej, |AE| < 30k
mps Sideband  5.20 < mpg < 5.27 |AE| < 30g
AFE sideband 5.27 < mgs < E, |AE| > 30k

Grand sideband 5.20 < mgg < 5.27 |AE| > 30g

Table 5.8: Definition of signal and sideband regions in thed,AE) plane. The beam enerdyj,
is fixed at 5.2915eV/c2. The energy resolution varies for different final states.

The peaking background is due to mis-reconstru@tecthndidates which havagg near theB
mass. Figure 5.26 shows a tréiz” — D*Ya] candidate mis-reconstructed as$34 — D*~a;
candidate. The soft pion from the*? candidate is replaced by a random charged track which has
similar energy. The energy differendeF for this fake B candidate is close to zero. Thegg of

this candidate is near thB mass and is not accounted for by the ARGUS shape.

Signal yields and sample purities are determined from fits torthe distributions of theV;.¢
candidates contained in the signal angs-sideband regions, with a sum of a Gausgafor the
signal and an ARGUS functiod for the background

f(mES) = Nsig g(mES) + (Ntot - Nsig) A(mES) . (57)
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Figure 5.25: The shape of the ARGUS functionfar 0, £ = 0, and¢ < 0.

The purityP for a selected sample candidates is defined as

f;_zb'y deS g (mES)

P— . 5.8
b dmgs (G(mes) + A(mes)) &8

Each candidate is assigned a per-event signal probapilign the basis of the measuredgs,

defined as

(5.9)

p(mgs) =
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Figure 5.26: A trueB* — D*%a] mis-reconstructed asiB’ — D*~a; candidate.

A fraction f of the N, signal events is due to the peaking-background contribution. The
determination of this fraction with simulated events is discussed separatély’fand flavor eigen-
states in Sections 5.5 and 5.6.

In general, the fraction of peaking-background candidates is larger for final states with higher
multiplicities. TheAt distribution of events with a fak&® is different from that of the signal, and
therefore directly affects the measurement of@ieasymmetrysin23. The impact of the peaking
background on the measuré® asymmetry is taken into account in the systematic uncertainty, and
is discussed in Section 9.4.8.

5.4.1 TheB thrust axis and continuum suppression

The discrimination of continuungg events on the basis of the normalized Fox-Wolfram variable
R, was discussed in Section 5.1. Additional rejection of these events is provided thyukeaxis

Ap of selectedB candidates. Vectad 5 for a B candidate is found by maximizing the ratity-

LN | 7
> |AB -7l

T <IN ==

where the sum is over the charged and neutral particles in the event, not utilized to reconstRict the

Ry (5.10)

candidate, ang is their three-momentum vector in thg4.S) rest frame. The cosine of the thrust

angled between the three-momentyst of the B candidate and the thrust axis

_ P Ap

=B5 B (5.11)
P8l AB|

cos O

peaks att1 in the jet-like gg continuum events, but is uniformly distributed in the isotropiés
events. The requirements ens f vary for different final states and are described in the next
Sections.
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5.5 B decays toCP eigenstates

55.1 B° — Jip K9 (25)K?, xau K°

Candidates in the in thé/) K9, (25) K, andx.; K° decay modes are formed by combin-
ing mass-constrainefl? candidates with//,), ¥(25) or x.1 candidates, also constrained to their
nominal masses [110,111].

These modes have generally high purities and do not require additional selection criteria. The
background is reduced wher(2S) — J/iynT 7~ andy,.; candidates are used in the final state, by
requiring|cosfr| < 0.9 for the thrust angle.

Signal yield N, and purity’?, and the resolution omgs and AE for all decays modes are
summarized in Table 5.9. Figure 5.27 showssthg; distribution for B candidates in the signal and

mps-sideband regions.
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Figure 5.27: Distribution ofngg for selected3® candidates i0P eigenstates in the signal

andmgg-sideband regions.

Contribution of peaking background

The main source of peaking background for these modes are the dBfays ¢ Konn
(=J/b 2b(25),xc1) with n additional pion(s) in the final stat&akecandidates are selected when



Mode Nyig P(%) oap(MeV) omps(MeV/c?)
B - JWKY ete 683428 93 140403  2.69+0.10
(t 7) utue 746428 98 110403 2.6240.08
B — J/ng ete” 112+£12 85 51.7+ 2.3 3.44 +0.70
(70 79) utu 142413 91 493423 3.3040.26
BY - p(29)K0 etem 106+15 83 118407  2.83+0.43
pwt o~ 106 £11 93 9.24+0.6 2.00 £0.22
BY — xaK? et e 56 + 8 96 11.1+£0.9 3.15+0.39
s 5548 94 TT406  26140.35

99

Table 5.9: Signal yieldV,;,, purity P, AE resolutiono(AE), andmgs resolutiono(mgs) for
reconstructed’P eigenstates.

the pion(s) have low energy and are not identified.

The fractionf,,, of mis-reconstructed candidates is estimated with a large sample of simulated
B — J/ip X events. In this sample, orfé meson always decays to a final state containintjya,
and the othem is free to decay to any channel. Hence, the sample also includes signal candidates
in the decay modes under study.

For each decay modg, is determined from two fits to thevgs distribution of selected can-
didates. In the first fit, the entire sample is used and the signal ¥igldcludes contributions from
both signal and background. In the second fit, using the true Monte Carlo information, events with
a B in the signal mode are removed, and thgg fit is performed to selected candidates in the
remaining events. In this fit the shape of the combinatorial background is fixed to that from the
first fit (same ARGUS function parameters). The yidlg from this fit has only contribution from
background events anfly is given by the ratiof,x = No/N;. The measured fractions are listed in
Table 5.10.

55.2 B’ — n.K!

The selection ofy. K9 candidates is described in Reference [105]. Kifecandidate is subject
to tighter requirements compared to the other modes: its mass must be withieV1€” of the
nominal K9 mass, and the angle between its flight direction and momentum (ariglE€igure 5.8)
must be greater than 0.9995. In addition, the distahisetween thek’? and theB decay vertices

must be greater tharv3, whereo, is the uncertainty oi.
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Mode for (%)

JWKO(mtr~) 0.2840.11%
Jp KO(n%7%)  1.76 £ 0.57%
P(29)K? 1.17 + 3.10%
Xer K2 3.54 + 1.44%

Table 5.10: Fraction of peaking backgroufjgl for reconstructed’P eigenstates. The uncertainties
are statistical only, and are determined from the fits tothg distributions.
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Figure 5.28: Fits tangg distributions of selected candidates for the in simulated-
J/ X events, after removing the signal events.

The AF distribution of these decay modes is not centered around zero and presents small shifts
reported in Table 5.11. Instead of the usualr8quirement a\ £ window around the observell ¥
shift is used.

Signal yield N, and purityP, themgg resolution, and thél £ shift and window are summa-
rized in Table 5.11. Figure 5.29 shows thes distribution for then. K2 candidates within thé\
window.
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Mode Nig  P(%) S6AE (MeV) AEwindow(MeV) opmps(MeV/c?)
KOK*n% 577429 74.3 —4.6 £40 2.62 4 0.13
K+*K-7° 174+17 69.7  —10.6 £70 2.58 4 0.25

Table 5.11: Signal yieldV,;,, purity P, AE shift SAE, AE window, andmggs resolutions (mgs)
for selectedB’ — 7.K? candidates.
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Figure 5.29: Distribution ofnyg for selected;. K° candidates within the requirei £
window.

Contribution of peaking background

The main source of peaking background for thek? mode are theé3 decays with the same
particles in the final state, as for the signal candidate. For example the B8cay KYK 7~ K
can fake the decay chaig’ — 7. K? followed byn. — KK+ 7.

Studies with large samples of simulated events show that the invariantmi&S& ) in these
events has a uniform distribution, while peaks atihmass for the signal. However, due to the poor
precision on the measured branching fractions of sBakecays, the determination of the fraction
fpk of peaking background can not rely only on Monte Carlo.

A method has been developed to estimate this fraction in data from the distributionshofshe
andm (K Km). This method is described in detail in Reference [105] and yiglgs= (13.1 +
5.9)% for the B — 7. K? decays.
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5.6 B decays to flavor eigenstates

Flavor eigenstate®*~ 7+ /p* /al, D=n" /p* Ja], andJ/p K**(K*+7~) are reconstructed in
this analysis. The branching fractions for these modes were summarized in Table 5.2.

The J/ K*° mode has very high purity (Table 5.14) and does not require additional selection
requirements. For the remaining modes with a charmed meson, the background contribution is
higher and additional requirements are applied.

Momentum requirements for charged tracks reduce combinatorial background, while the thrust-
axis angle is used to reject continuginbackground, as described in Section 5.4.1. These additional
requirements are listed in Table 5.12 for the modes withra — D%z~ in the final states, and in
Table 5.13 for the modes with/2~ meson.

In general, the requirements are tighter for modes with higher multiplicity in the final state. The
loose kaon identificatioMotAPion (see Section 4.7.1), with very high kaon selection efficiency
and abou0% pion rejection, is applied té&* candidates in all decay modes, to further reduce the
combinatorial background. The® — ~v candidates must have reconstructed mass between 120
and 150GeV/c? and center-of-mass momentyfy, greater than 40BleV/ c. The B candidates
are formed from combinations of a charmbé") meson and a light ™ /p* /a]” meson constrained
to their nominal mass (except"), and are used to compute the decay vertex ofzhmeson.

Signal yields and purities, andrs and A E resolutions for the selected candidates are listed in
Table 5.14. Thengg distribution of events WithAE| < 3o g is shown in Figure 5.30.
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Figure 5.30: Distribution ofngg for selectedB® candidates in flavor eigenstates in the

signal andngs-sideband regions.
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B Mode D° mode | cos Or| Other

D= qnt Ktn~ — Pry Di > 200 MeV/ e
Kta=x° — Prs DE > 200 MeV/c
Ktn-nta™ — Pry Di > 200 MeV/ e
KYn— 7wt — Py Pro > 200 MeV/c

D* pt Kt m~ <09  pr,px >200MeV/e
Kta n° <0.9  pg,pxg > 200MeV/e
Kta-atn™ <08  pppx >200MeV/e
KYn= 7t <08  pr,prg > 200MeV/e

D*~af Ktz <0.8  pr,px > 150MeV/c
K+ta n° <0.8  pr,px > 150MeV/c
Ktr—ata™ <07  pppx > 150MeV/c
KYr— ot < 0.7 pr > 150MeV/c

Pk > 200 MeV/c

Table 5.12: Selection criteria fd8° — D*~n+/p* /a] decays.

Contribution of peaking background

Mis-reconstructedB” and Bt decay modes contribute to the peaking background in flavor
eigenstates. For théw K*° mode theB decay modes those discussed in Section 5.5.1 with/a
in the final state.

In the modes withD~ or D* mesons, thé? decaysB — D™~ nx, with n pions in the final
state represent the main source of peaking background. Fake candidates are selected when a low
momentum pion is not included in the reconstructed candidate, or is replaced with a random low
momentum particle in the event.

Mis-reconstructed3” and B+ candidates affect the number of signal candidates and are sources
of background for measurements of branching fractions. However, for the time-dependent analysis,
only mis-reconstructed™ candidates are cause of concern. The reason is that mis-reconstructed
B candidates undergB® B oscillation and have the same lifetime as signal. Therefore, as far as
their time evolution is concerned, mis-reconstructgticandidates behave exactly like signal. On
the contrary,B* mesons do not oscillate and have a different lifetime. Hence, the time distribution
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B Mode D~ mode |cosfr| Otherrequirements

D~ 7t KX~ <0.9 pr,px > 200MeV/e
Krnm ot <09  pr,pgo > 200MeV/e
D~ pt KJm~ < 0.8 pr,px > 200MeV/c
Kta-#xt <08 Py Pico > 200 MeV/c
D~ af K27~ < 0.7 prpx > 150MeV/c

Ktr— 7t <07 pz>150MeV/c

pry > 200 MeV/e

Table 5.13: Selection criteria fd8* — D~7"/pT /a] decays.

Mode Nsig P(%) omps(MeV/c?)  oap(MeV)
B® — D*~rt 7333 + 143 92 2.69 4+ 0.06 19.2+0.3
B? — D*p* 4668 4+ 199 85 3.114+0.13 31.4+1.2
BY — D*_CLIr 3471 + 150 79 2.694+0.10 131404
B — D nt 8222 + 205 82 2.62 4+ 0.06 18.2+0.3
B — D= p* 4669 4+ 201 77 3.004+0.12 31.8+1.1
BY — Dfaf 2634 4+ 156 66 2.58 £0.14 12.64+04
B - JWKO(K*tr)  800+54 96 2.61+0.08  10.2+0.4

Table 5.14: Signal yieldV;,, purity P, AE resolutionoag, andmgg resolutionoy, g for all
reconstructed3’ flavor eigenstates.

of mis-reconstructed3™ candidates is different from the signal distribution and must be modeled

correctly in the time-dependent analysis.

Studies with large samples of simulated events [112] show that peaking background, in the
flavor eigenstates, arises mainly from the dec&ys — D)zt /p* /af. The fraction f, of

peaking background in the selected signal sample is estimated(io3be o.3t8;§)%.
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5.7 BT control samples

A large sample o3+ candidates is used as a control sample for the time-depetat#izanaly-
sis, and for validation studies of théelavor tagging algorithm. The selected decay modes and their
branching fractions [33] are summarized in Table 5.15. The selectid@ofandidates is similar

Decay mode Branching fraction (%)
Bt — DO r*t 0.53 £0.05

Bt — D 7+ 0.46 + 0.04

B — Jap Kt (1.01£0.05) x 107

B — Jhp K**  (1.39+£0.13) x 107"

BY — (25) K* (6.6 +0.6) x 1072

BY — x4 Kt (6.5+1.1) x 1072

Table 5.15: Reconstructdd™ decays and their branching fractions.

to the B” candidates, discussed in Sections 5.5 and 5.6.

In the decay modes with a charmonium meson, Afie candidate is &oodTrackLoose
track with polar angle® within 0.35 and 2.5ad and is combined with a mass-constraing@,
¥(25), Xe1, OF 1. meson.

The requirements fob*’7+ and D' =+ decay modes are listed in Table 5.16. Th¥ is se-
lected in theD"7° channel as described in Section 5.3.4. For bBthdecay modes, kaon identifi-
cation on thek+ from the D” and the thrust anglér are used to reduce combinatorial background.
The Kt candidate issoodTrackLoose track with momentum greater than 2BRV/c. Ther™
candidate, from thé3™, is also aGoodTrackLoose track but is required to have momentum
greater than 15BleV/c.

Signal yield and purity, as well asgs and A E resolutions for reconstructel™ decay modes
are summarized in Table 5.17. Figure 5.31 showsrthg distribution for modes with a charmo-

nium meson or a charmed meson separately.
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BT mode D°mode |cosfr| kaon identification Other
DO 7t K+ 7~ <0.9 NotAPion
Kt n=n° <038 NotAPion
Kra-ntn™ <08 NotAPion
KY7ntm <0.8 —
DOgt  K*tm <0.8 NotAPion
Ktr= 70 < 0.7 Tight
Kta-rntn <07 Tight
KY7nt 7~ < 0.7 —

Table 5.16: Selection criteria fag+ — D x+ decay modes. The kaon identification is applied
to the K+ from the D° decay.
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Figure 5.31: Distribution ofng for selected3 ™ candidates in decay modes)’ =+ and
D° 7* (left plot), and b)J/p KH/K**, 4 (2S) K+, andy. K+ (right plot).



Mode Nay P%)  omps(MeV/?)  oap(MeV)
Bt — DOrt 156474282 83 2694005  17.4+0.2
Bt — D*Ort 61982183 89  3.10£0.09  18.8+0.4
Bt — JWK* 566678 95 2524004 151403
Bt — JWK* 1942460 86 3.040.3 18.5 £ 0.8
Bt — ¢(25)K+ 85+31 94  265+0.16 102404
Bt — xa K+ 553425 95 2814021  11.0+£0.7
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Table 5.17: Signal yieldV,;, and purityP, mgg resolutionoy,q, and A E resolutionoa  for all

reconstructed3™ decays.



Chapter 6

Determination of the flavor of neutral B

mesons

The second ingredient of the time-depend@htanalysis is the separation betwegh and B°
meson, by analyzing their decay products. This is referred teflasor tagging.

As explained in Chapter 3-flavor tagging is necessary in order to distinguBfh and B°,
mesons fully reconstructed @P eigenstatesKcp). In fact, the flavor of the otheB meson B.)
determines the flavor dBcp, thanks to the coherence of tii5 state in thel'(4S) decay.

In principle, one could fully reconstrudg;.,, in one of the flavor eigenstates discussed in Sec-
tion 5.6, where the charge of decay products in the final state distinguigh &rom a B° me-
son. This method could provide the cleanest sample of events with both nButnaisons fully
reconstructed. Unfortunately, this is a very inefficient approach, since the efficiency of fully recon-
structing B mesons in flavor eigenstates is of the ordet§fi0—*), from the yields presented in
Section 5.6.

The efficiency can be significantly improved by using an inclusive technigue, that determines
the flavor of neutralB mesons from the charge and kinematic properties of their decay products.
The rich variety of B decays offers characteristic processes that can be recognized by an inclusive
algorithm. Obviously such an algorithm has a non-zero probability of choosing the wrong flavor. In

general, two quantities characterize a flavor-tagging algorithm
1. efficiencye of providing a flavor tag, and
2. fractionw of candidates with the wrong flavor.

It is customary to define an “effective tagging powé)”= (1 — w)? which takes into account
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efficiency and mistag fraction, and affects directly the uncertaintyia)s.
CharacteristicB decays providing information about the flavor of the neufsainesons are
discussed in Section 6.1. BABAR, BY and B are separated by an algorithm based on neural

networks, which is described briefly in Section 6.2.

6.1 Sources of flavor-tag information

The flavor-tagging algorithm used BABAR, is mainly based on the correlations between the
flavor of neutralB mesons and the charge of leptons, kaons, and soft pions in the final state. These

correlations are discussed in the following sections.

6.1.1 Leptons from semileptonicB decays

a) b)
| +
+
w Y
A R
b < cuy /by PS4
| ' |
l\ d I > ,/,’ \\ d/’ > \\\d’/.
N // - .. -

Figure 6.1: Primary leptons fro® decays in a), and secondary leptons with the opposite
charge in the cascade decays> ¢ — s.

The semileptonic decayB — X /v, constitute20% of all decay modes of th& mesons and
represent the main source of leptons for flavor tagging. Figure 6.1a shows the quark-level tree
diagram in the semileptoniB decays, where the lepton is generated fromith&oson emitted by
the b quark. A positive leptorf™ indicates & quark, while a negative leptoft is produced by a
b quark. This charge correlation provides a clean distinction betvigdeand B° mesons with low
probability w of assigning the wrong flavor.

There are two sources of wrong flavor assignment
¢ hadrons mis-identified as leptons (fake leptons);
¢ leptons with opposite charge not originated from étggiark (vrong-sign leptons).

Tight requirements in the lepton-identification algorithm can reduce significantly contributions from

fake leptons.
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Figure 6.1b shows the origin of the wrong-sign leptons, at quark level, inthe: — s decays.
The charmed mesords— andD? produced inB decays, decay semileptonically in abaats and

14% of the time [33], respectively, and produce wrong-sign leptons.

These leptons are callegcondaryto distinguish them from therimary leptons produced big
mesons. Secondary leptons are discriminated on the basis of their kinematic properties. Figure 6.2
shows the center-of-mass momentum spectrum of leptons in data. Overlaid to data points are the
expected contributions from primary leptons (open histogram), secondary leptons (cross-hatched
histogram), and mis-identified leptons (diagonally-hatched histogram), all from simulated events.

One observes that secondary leptons have a much softer spectrum. For example, leptons with a
momentunp* > 1.4 GeV/c are almost entirely primary leptons.
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Figure 6.2: Center-of-mass momentum distribution for a) electrons and b) muons in data.
Data are shown as points. The open histogram shows primary leptons, the cross-hatched
histogram cascade leptons, and the diagonally-hatched histogram fake leptons, all from
simulation.
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6.1.2 Kaons from cascadé — ¢ — s decays

A

ol

Y

Figure 6.3: Sources of charged kaons in the decayZff meson.

The dominant source of kaons Bdecays is the decay chain— ¢ — s. A maximum of three
charged kaons can be produced in the decay3’ahesons, as shown in Figure 6.3.

1. The primary source is the hadronization of shguark in the chaih — ¢ — 5. The Kt thus

produced is called aght-sign kaon, and associated to an initig state.

2. TheW™ can hadronize to & = u5 meson and provide useful flavor tag information,
although this process is Cabibbo-suppresséd;[> ~ 0.04). It can also hadronized to a
D} = c¢s meson. An inclusive reconstruction of this meson could be used for flavor tagging.
However, the production of ad pair in the form of a light mesom(t, p* etc) is Cabibbo-
favored compared tas pair and bears no flavor-tag information.

3. TheW~ in the decay of the quark can hadronize inw&rong-sign K. This process in-
volves aV,|? factor and is Cabibbo-suppressed compared to the productionof@eson,
proportional to|V,4|%.

All these sources can also produt& and K9 mesons which are not helpful for flavor tagging
through charge correlation, and contribute to the mistag probability.

The multiplicities forK+ and K~ in B decays have been measured by the ARGUS [113] and
CLEO collaborations:

n(BY — KTX) = 0.58 +0.01 £ 0.08 (6.1)
n(BY - K~X) =0.13+0.01 £ 0.05
The majority of kaons in thé? decays have the right sign. Hence, the presence of an identified
charged kaon provides a powerful flavor-tagging tool.

The main sources of wrong flavor tag using kaons is the presence of wrong-sign kaons and
probability of mis-identifying pions as kaons.
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6.1.3 Soft and hard pions fromD** decays

;H\ +
R < R

W
L L, PaniN =0
P < = < ‘¢t D
b \ ¢ uy
d > d > \d/ s
D"

Figure 6.4: TheB® — D*~n*, p*, a decay. The charge of the soft pianand that of the
direct pionm, are correlated with the flavor of the neutfaimeson.

The decayB® — D*~ =+, p*, af in Figure 6.4 can be used to determine the flavor of netral
mesons, from the charge of the pion. Ther, meson has a very low momentum due to the small
energy releas&E ~ M(D*~) — M (D) ~ 146 MeV in the D*~ — Dz, decay, and is called a
soft pion. Therefore, its direction is very close to that of Iémeson in the center of mass of the
B meson (Figure 6.5). Soft pions can be identified with an inclusive algorithm based on the angular

®
3/

Figure 6.5: TheB? — D*~7* decay in theB° center of mass.

correlation between low-momentum tracks and reconstrubfethesons.
Additional tagging information is available when the emittét™ hadronizes as a pion. The
pion 7, has significant momentum in the decB&y — D*~=*. The charge of, is opposite to that

of the soft pionr, and can be used to determine thdlavor.

6.2 Theb-flavor-tagging algorithm

Several algorithms have been studied BABAR, to distinguishB° and B mesons in events

with one fully reconstructed® meson ... in Figure 6.6) inCP and flavor eigenstates.
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Figure 6.6: Topology of & B event in whichB,.. is fully reconstructed and the remaining
particles are analyzed to determine the flavoBgf,.

Charged patrticles and neutral energy deposits utilized to reconstrubttheandidate are re-
moved, and the remaining particles are assigned to the Bthegson,B;,.. All algorithms attempt
to determine the flavor aB;,, from its decay products by recognizing the processes described in the
previous Section. Two algorithms use neural networks, whose inputs are the kinematic and angular
properties of theb;,, decay products [114, 115]. These algorithms provide a probability3for
to be aB’ or a B meson.

Another cut-basedalgorithm mainly selects clean samples of leptons and kaons, in order to
determine the flavor B, [116].

A fourth hybrid algorithm determines the flavor Bf,, with the cut-based algorithm, if leptons
and kaons are positively identified, and utilizes neural networks otherwise [117].

The time-dependent analysis presented in this analysis is based on a new algorithm [118]. The
structure of this algorithm is shown in Figure 6.7 and can be divided in two layers.

The first layer consists of several neural networks called subnets (blue rectangles). Each subnet
is specialized in recognizing one of the characteristic signatures discussed in the previous Sec-
tion. The input of subnets consists of kinematic properties ofifyg decay products and particle-
identification information. Each subnet provides a continuous outpoietween—1 and+1. Can-
didates withr; close to+-1(—1) are more likely to be &° (BY).

A large sample of simulated events has been used to train the subnets. The training procedure

also estimates the mistag probabiljt; for each subnet. This is the probability of assigning the
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Figure 6.7: Structure of thieflavor—tagging algorithm. The outputs of each subnet are
used by a neural network to produce a combined outpuEour tagging categories (red
ellipses) are then defined based on the value$ ahdr,.

wrong flavor tag taB;,e, on the basis of the subnet outpdt The mistag probability depends on
the physics processes used for flavor tagging, and varies within the subnets: an identified lepton,
most likely, gives the correct flavor and has a low mistag probability. On the other hand, the selection
of soft pions suffers from high background and has a laxge

The second layer is a neural network (green rectangle) that combines the output of the subnets.
In the following discussion, this network is referred to as dispatch network The output of this
network is another continuous variablg similar tory, with values between-1 and--1.

The subnets with similar estimated mistag probabilities are grouped togethel; ancandi-
dates are assigned to four hierarchical mutually-exclusive catedapon , Kaonl , Kaonll ,
andinclusive , on the basis of the values of andr,. The selection criteria fori andr, that
define the tagging categories are discussed in detail in Reference [118], while a brief qualitative
description is given in the next four subsections.

The motivation for having four categories is partly historical, and derives from the fact that
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the hybrid tagging algorithm, previously used in this analysis, had four categories. However, the
nature of the processes currently used for flavor tagging, the estimated mistag probahilities
the subnets, and practical bookkeeping issues in the fit suggest that four categories are sufficient.
Studies have been done with larger number of categories, including the limit of one category for
each subnet, but no significant improvements in the precisiem®f have been observed.

The tagging efficiency and mistag fractionw of the four categories are measured in data, and

are discussed in Section 9.2.2. The performance in simulated events is discussed in Section 6.3.

6.2.1 Lepton category

Electron and muons are treated separately because in general they have different detection ef-
ficiency and mis-identification probabilitflectron  andMuon subnets provide a flavor tag for
events with an identified electron or muon. These subnets have the lowest mistag probability.

In absence of particle identification information, timematic Lepton  subnet selects can-
didate leptons on the basis of their kinematic variables, e.g. the center-of-mass momentum. This
subnet suffers from higher backgrounds due to pions and kaons mis-identified as leptons.

Events are assigned to thepton category based on the valuesr§fctron, riuon andyr,. In
presence of identified kaons, the valueﬂfi’l‘)Il is also taken into account.

If the requirement criteria on; andr, are not met, or the kaon and lepton outputs indicate
opposite flavors, the events are retained for further analysis.

6.2.2 Kaonl| andKaonll categories

In events with only one identified kaon, the valueﬁgfon is determined on the basis of the
charge correlation between the sign of the kaon candidate andl flawor. This approach suffers
from the production of wrong-sign kaons which can not be discriminated from the right-sign, kaon
based on their kinematic properties. For example, the the center-of-mass momentum of identified
kaons in data is shown in Figure 6.8a, with overlaid the expected contributions from right-sign,
wrong-sign, and mis-identified kaons. A large fraction®fdecays have more than one charged
kaon in the final state as shown in Figure 6.8b. In events with three identified kaon candidates, each
candidate is analyzed under the hypothesis of being the only kaon in the event and is assigned a
weight. The weighted-average of the charge of all three kaon candidates determines the value of
pkaon,

The Soft pion  subnet is, obviously, dedicated to the identification of slow pions, and al-

though with a large mistag probability, contributes to flavor tagging.
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Figure 6.8: a) Center-of-mass momentum distribution for identified kaons in data (points),
and contributions from right-sign (open histogram), wrong-sign (cross-hatched), and mis-
identified (diagonally-hatched) kaons determined from simulation. b) kaon multiplicity in
data.

Events are selected and assigned tdthen | andKaon |l categories by usingor, y5ovPion
(if available), andr,. When no soft pion is found, events are selected based?®h, and divided
in Kaonl andKaonll depending omr,. TheKaon| category contains the events with higher
Ir2]. When the output of th&oft pion subnet is available, it can either support the decision
taken based or@°", or be in conflict with it, in which case events are retained for further analysis.
Finally, in absence of kaons, events are assigned t&dom Il category if the output oﬁlowpion

is above a required threshold. All other events are retained for further analysis.

6.2.3 Inclusive  category

The last attempt to determine the flavor tag is throughMaimum p* subnet, which uses
the center-of-mass momentum of the charged tracks with an impact parameter smallenthan
as its only discriminating variable. The purpose of this subnet is to identify fast tracks, e.g. fast
pions fromB" — D*~ 7t decays, and recover those primary leptons not assigned teefiten
category. The output of this subnet determines whether events are assignedntduhive

category or discarded.
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6.3 Performance of theb-flavor—tagging algorithm

The performance of thieflavor—tagging algorithm in simulated events is reported in Table 6.1.
These results are measured in a large sample of simulat¢f) — BB events, with oneB
decaying to flavor eigenstates.

Category Niig (%) {(w)(%) Aw(%) Q(%)

Lepton 11607 £ 108 10.3+£0.1 35£03 —-09£05 89+0.1
Kaon| 197594+ 141 175+0.1 9.0+£03 —-02405 11.840.2
Kaonll 22557 +£150 20.0£+£0.1 212404 —-274+06 6.640.2
Inclusive 22330 £ 149 1984+0.1 309404 -32+06 29=+0.1
Total 113050 £ 336 67.5+0.2 30.24+0.3

Table 6.1: The efficiency;, average mistag fractiofw;), mistag differenceAw;, and tagging
power@; = ¢ * (1 — 2(w;)) for each tagging categoryNy;, is the number of simulated signal
events.

The fractionw of wrongly tagged3® mesons can be different from the fracti@rof mistagged
B® mesons. In order to account for such a difference the average mistag fracien (w + w) /2
and the differencé\w = w — w are measured.

One observes that:
e About 2/3 of all selected? candidate are assigned a flavor tag;
e ThelLepton category has the smallest mistag fraction, as expected;

e TheKaonl andKaonll categories have the highest tagging efficiencies. As a conse-
guence, although the mistag fractions are larger for these categories, complagptoio ,
they have a better effective tagging powigr

e CategorieKaonll andinclusive  show a significant difference in the mistag fractions
for BY and B® mesons. This is for example due to the different interaction cross sections of
KT and K~ mesons with the i detector material, or different reconstruction efficiencies for

negative and positive soft pions; and

e the total effective tagging powe) for all categories is abowd0%. Intuitively, this is equiva-
lent to a tagging efficiency with no mistag probability (perfect tagging).
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Rather than using the above values in this analysis, the performance of the algorithm is measured
directly in data with the sample of fully reconstructed flavor eigenstates. Two important reasons for

not relying on Monte Carlo simulation are:

1. the reconstruction efficiency and pion mis-identification for both kaons and leptons are better
in simulation than in data. Such a different can be caused by a non-completely realistic
simulation of the detector response. The difference in particle identification can result in

better tagging performance in simulation than in data;

2. only a small fraction of alB decays are today measured exclusively. The Monte Carlo gener-
ation of events uses the measured branching fractions for currently kBayecay channels,
and makes use of theoretical models to generate the remaining decay modes. This can re-
sult in different multiplicities of leptons and kaons in data and Monte Carlo, and therefore

different mistag fractions.

In Chapter 8, the measurement of mistag fractions with the maximum-likelihood it ttis-

tributions in data is explained, and the results are discussed in Section 9.2.2.



Chapter 7

Time measurement at thel"(45)

-
-
-
-
--

v

ttag tac
Figure 7.1: Schematic view of BB events with one3 meson fully reconstructeds,...,

and the other mesom;,,, used for flavor tagging.

The third ingredient of the time-dependent analysi€'Bf violation is the measurement of the
time interval At between the decay of the fully reconstruct@dneson,B,.., and the decay of the
taggingB meson, B, (Figure 7.1). The value alt is computed from the spatial distance between
the decay vertices of the twiB8 mesons and the Lorentz boost factor of the 1" (4.5).

The definition of At in BABAR is very different from previous experiments at the Tevatron,
SLC, or LEP, due to the coherent production/B pairs in theY'(4S) decay, and is discussed in
Section 7.1.
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The vertex reconstruction techniques f8y.. and B,, are described in Sections 7.2 and 7.3.
A detailed discussion of their implementation can be found in Reference [119].

Due to the boost along the axis, the measurement &t relies only on theAz separation
and is described in Section 7.4. However, the small momentum aBtimeesons in the transverse
plane results in small corrections when computixigfrom Az. These corrections are discussed in
Section 7.5.

Section 7.6 describes the resolution function model used to parameterize the detector resolution
on At. This is dominated by the resolution on tBg,, vertex, and therefore a common resolution
function is used for the samples of fully reconstructedhesons irCP and flavor eigenstates. The
comparison between the two samples is discussed in Section 7.7.

Finally, correlations between parameters of the resolution function and the flavor-tag mistag
probabilities are discussed in in Section 7.8.

7.1 Definition of time difference At

The coherence of thB B state is a unique aspect of the PEP-Il asymmettic™ collider at the
7' (4S) energy, and has important implications on the measurement @ theson decay times.

As discussed in Section 2.4.3, the two neufsaiesons produced in tHe(4S) decay are in a
coherent state. Ify is the time when th& (45) decays in twaB mesons, there must be always one
BY and oneB" for timest > t,. This conditions holds until the decay of one of the two mesons,
Biag, in a flavor eigenstate at tintg,, > to. The flavor of the othe3 meson,B,.. which is fully
reconstructed, must be opposite to the flavoBgf., in order to satisfy the coherence condition.

Let's assumeBy,, = B, and thereforeB,.. = B® att = t,,. Two scenarios are possible for
the decay ofB,.:

1. B, decays afterB,,, at timet... > tu, (Figure 7.2a). The time evolution db... is
described by Equation (2.50)

‘B?ec(t - ttag» =g+(t— ttag)‘BO> + (¢/p)g-(t — ttag)|EO>v (7.1)

with |B%_(0)) = |BY). At time t..., B decays to the final statg¢ as aB® or a BY,
depending on the time differenc®t = t,.. — tiag, Which in this case is positive. The flavor
of Byec is known att,c., if f is a flavor eigenstate. 1B,.. = B att,q, then oscillation
has occurredB® — B%) and the event is calleshixed, otherwiseB,... is still a B°, and the

event is calledunmixed.
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When f is a CP eigenstate, the flavor aB,.. is not known att,... The event is called
B'-tagged sinceBi,,=B".

2. B decays to the final stateat timet,c., With ti,e > trec > to (Figure 7.2b), and\t < 0.
If fisaCP eigenstate, the flavor dB,.. is not known at .., but its time evolution is still
described by Equation (7.1) with the constraint that wikg, decays at;,,, it must be a
B, In other words, the boundary condition is not specified at the initial tigadout attiag.

Whenf is a flavor eigenstate, the flavor Bf.. is known att,.. from reconstructing the final
state, and at,, from the flavor of Bi,,. On the other hand, oncB,.. decays, its flavor
can not change. Therefore, .. = B, Bt,, should be aB° at that same time and must
undergo oscillation in order to decay a%é at tiag. Alternatively, when the flavor aB,.. is
found to be the same at both times, one concludesihathas not oscillated.

a)

tag

Figure 7.2: The sign o\t = t,.. — tiag CanN be a) positive or b) negative, depending on the
decay order.

From the above scenarios for the decay®f andB;,, one concludes that:

e the decay ofB;,, in flavor eigenstates defines the start of the clock for time measurements;
and

e the evolution of theB mesons is a function of the intervalt = ... — ta5, and does not
depend on th&'(45) decay timet.

The value ofAt can be measured by reconstructing the decay vertices @ tinesons, and by
measuring the spatial separation between them, without reconstructifff4l5¢ decay point.

The distance is then converted A by using the boost factg#y that is known from the beam
energies. The\t distribution in theY'(4S) decays is shown in Figure 7.3, and is described by a
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two-sided exponentiad~|At7s0 /7o, reflecting the fact that the decay 6., can occur before
(At > 0) or after (At < 0) the decay ofB,c.

At other colliders, operating at thg° energy or in hadron colliderd? mesons are produced
without any correlation between them (incoherent production) at the interaction point, which is
known with good precision and provides the reference tipmeThe time interval is defined as
At = tgecay — to and is measured from the distance between the decay and interaction points. Since
the decay happens after the productidu,is always positive. The distribution @f¢ in this case is

a one-sided exponential describedeby*/ 750 /7o, and is shown in Figure 7.3.

e
3

o
o

| ----- Incoherent B production

arbitrary units

0.5 [—— Coherent B production
04 |-
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02

8 10

At (ps)

Figure 7.3: Distribution ofA¢ with for coherent and incoherent production®imesons.

7.2 TheB,. vertex

The decay vertex of thé,.. candidate is reconstructed by using all its decay daughters in
the final state. However, since neutral particles, likes and photons, do not carry any spatial

information, in practice only the charged daughter particles contribute.
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As mentioned in Section 5.4, charged tracks originating from intermediate states/¥.gr a
K? are replaced byirtual composite candidates and appropriate spatial and kinematic constraints

are used in the fit to th8,. vertex.

The typical resolutions on the position of the vertex along:the&is and in the transverse plane
are= 45 ym and= 65 pum, for the Bep and By, samples, respectively.

7.3 ThebB,, vertex

The decay vertex of thB;,, candidate is reconstructed with an inclusive technique, using those
charged tracks not utilized in the reconstructionBy{..

Pairs of oppositely-charged tracks consistent with photon conversions (e*e™) are ex-
cluded. Charged tracks originating from long-lived particlégs andA’s, are removed and re-
placed by the reconstructed composite candidates in order to reduce potential biases. These com-
posite candidates and the remaining charged tracks are used as input in a geometrical fit to determine
a common decay vertex.

The estimated production point of tH&’ BY pair and the three-momentum of ti&,, can-
didate are incorporated in the fit as kinematic and geometric constraints. This is illustrated in Fig-
ure 7.4. The three-momentuf.. and the decay vertex of thB,.. candidate are measured with
good precision and the average interaction point (beamspot) is known as well. The intersection of
Prec With the beamspot provides a good estimate of the production point d8thB° pair. The
three-momentunpy 45y of the 7'(45) is measured from the beam energies. Momentum conserva-
tion yieldsprag = Pr(as) — Drec-

The common vertex is determined with an iterative procedure. After each iteration, tracks with
a large contribution to the fit? (Ax? > 6) are removed, and the vertex is recomputed until no
track fails they? requirement, or only two tracks are left. This procedure is aimed at reducing
contributions from decay daughters of charmed mesons, which have a long decay length.

For example, theD? and Dt mesons have a decay lengihsof about,130 pm and300 pm,
respectively, which result in a decay vertex detached fronBtidecay point. Figure 7.5a shows the
correct By, vertex when the decay daughters of the charmed meson are excluded. The inclusion
of a D daughter in Figure 7.5b results in a biased position of the vertex. In fact, since all particles
are boosted forward;5s** = z{,, + 0z, wheredz is the bias and is positive. Sineez is defined
aSZrec — Ztag, the measured distanceAs:™** = Az0 — 6z, and the induced biasdz is always

negative.



124
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Figure 7.4: Schematic view of tHE(4S) — BB decay in they-z plane. Note that the
scale in they direction is substantially magnified compared to that in thdirection for

illustration purposes.

7.4 Measurement ofAz between theB decay vertices

The spatial separation between tBg,. and By,, decay points is computed from the recon-
structed decay vertices. Although the decay points are known in three dimensions, because of the
boost along the axis, onlyAz is significant.

In the 7°(45) rest frame,B mesons are produced with an average momentum oMeAG ¢,
which corresponds to a Lorentz boost®f ~ 0.06, and an average decay length ¢r ~ 17 um
along each axis. Since the two mesons are produced back-to-back in this frame, the average separa-
tion between them is about 3@n along thez axis, and about 50m in the transverse-y plane.

In the laboratory frame, th&(4S5) meson is boosted along theaxis with 3y = 0.55. This
results in an average separatiahz| of 260.m while the separatiohA/| in the transverse plane
is unchanged. A precise measuremeniMfis beyond the reach of thBABAR tracking system,
while Az can be measured with good precision. The valua ofs determined directly in th&,,,
vertex fit. The fit also provides a correct estimate of the uncertaintyby taking into account the
correlation between th8;,, and B, vertices. The origin of this correlation is in the use of kine-
matic properties of3,.., as constraints in th8,, vertex fit. The direction of3,, is estimated by
using theB,.. vertex and its measured three-momentum. Therefore, variations B.thdirection

and decay vertex affect directly the position of thg, vertex.



125

b)

Figure 7.5: a) The corred,,, vertex and b) the biased vertex position whenfHedecay
daughter is included. The ellipse represents the estimated uncertainty. The dash-dotted
lines are the tracks used to compute the position of the vertex.

The resolution oAz is measured in data and is discussed in Section 7.6. In simulated events,
the distribution of the residudl = A zpeas— Azirue 1S fit with a sum of three Gaussian distributions.
The RMS of the two narrow components (core and tail) is aboud@0The core component alone
has an RMS of 100m and contains about0% of the events, while the wide component (outliers)

contains onlyl% of the events.

7.5 Measurement ofAt

A naive estimate of the differenca®t is given by the relation
Az = BvycAt (7.2)

where~y = 0.55 is theY'(45) Lorentz boost factor, and is known with a precision0of%. Its
value is calculated from the beam energies which are monitored every 5 seconds. The spread of
the beam energies results in an RMS spread M/ ¢ in the 7°(45) momentum, but this has a

negligible effect ong~.
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Relation (7.2) is an exact expression in the limit®Mmesons being at rest in th&g4.5) frame,
and the boost being exactly along theaxis. In practice, the detector symmetry axis is rotated
with respect to the beams, and therefore the boost axis, hyr20 as discussed in Section 4.1.
Furthermore, thé3 mesons have a momentum of about B&&//c in theY (45) frame.

The rotation is incorporated through the Lorentz transformations, and the measured momentum
of the B,.. candidate can be used to correct (7.2) and account foBthmomentum. The relation
betweenAt and Az, including these corrections, is given by [120]

AZ = ﬁﬁyﬂ)/:ecCAt + Vﬁ:ecﬂ)/:ec CO8 Hjec c <trec + ttag> (73)

where#},., .., and~;,. are the polar angle with respect to the beam direction, the velocity, and
the boost factor oB3,.. in theY'(4S5) frame, and(t,c. + tiag) IS the expected value for the sum of
the decay times.

In order to computé... + t:.g, ONe should know th& (45) decay time, and hence its decay
point. The precision of this point can not be better thanfg, vertex since an inclusive method
must be used in order to have reasonably high efficiencies. Instead of measuring the sum,,

its expected value can be estimated by
(trec + trag) = TB + |At] (7.4)

The variation inAt when using (7.3) in place of (7.2) is small becauyge = 1.002, and g}, =
0.064. This difference is computed for each event and has an RMS spread gisOa20ch is small
compared to thé? lifetime of 1.542 + 0.016 ps [33]. Relation (7.3) improves the resolution gt

by about5%.

7.6 At resolution function

The measured and true values At differ due to the finite resolution of the detector in the
measurement of decay vertices. The detector respongktfaralled theAt resolution function, is
parameterized with a sum of three Gaussian distributions (core, tail, and outliers components) as a
function of the residuad; = Atpeas — Atirue S

core,tail

N fk ( (5t - kaAt)2> foutl ( 5t2 >
R 5 ; — — — + € - 75
(9:;4) ; SroaV 2w P 2(Skoat)? Ooutl V2T P 20 0ut1? (7:3)

where f;. is the fraction of events in each component, and the other parameters are described below.

All parameters of the\¢ resolution function are measured in data with a maximum-likelihood fit

described in Chapter 8.
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The widtho of the core and tail components can be written as

Ocore = Score OAt 5  Otail = Stail OAL

whereo a; is the measured uncertainty éxt, andS.... andS;,; are scale factor parameters. These
factors account for an overall underestimatg ¢ 1) or overestimate{;, < 1) of the uncertainty
oa: for all events. Figure 7.6a shows the correlation between the RMS spreatlaridoa; in

simulated events.
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Figure 7.6: Correlation between,; and a) the RMS spread and b) the mean of the residual
0r = Atmeas — Atues IN Simulated events.

The core and tail Gaussians are allowed to have a non-zero mearvgfiseccount for residual
charm decay products included in thg,, vertex. These offsets are proportional to the uncertainty

oa¢ as shown in Figure 7.6b and are therefore parameterized as

50

0
core — bcore OAt 5tail = btail OAt -

The origin of this correlation is illustrated in Figure 7.7, where the ellipse represents the un-
certainty on the position of th8;,, vertex. The main contribution of th®° decay daughters to
the vertex uncertainty is along thg° flight direction. TheD? flight length along the axis also is
correlated to theD? flight direction, and contributes to the bias on thg, vertex. Therefore the
bias and the uncertainty of th8,,, vertex are correlated, due to their correlation with ibfe flight
direction.

The D mesons with flight direction perpendicular to thexis in the laboratory frame have the
bestz resolution, and introduce the smallest bias in the measupadition of theB,,, vertex. On
the contrary,D mesons that travel forward in the laboratory have poemsolution, and introduce
a larger bias in the position of the,,, vertex.

The outliers component has a fixed width gfs8and no offset and accounts f@a8% of selected

events, which have mis-reconstructed vertices.
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b)

Figure 7.7: Correlation between the bias of fhg, vertex and its uncertainty,,, when a)
the D° flies in the direction of3,,., or b) theD® is perpendicular to the direction &,

7.7 Comparison ofAt in CP and flavor eigenstates

There are two important assumptions in this analysis:
e the event-by-event uncertainty from the vertex fit provides a good measureg ;cdind

e a commonAt resolution function can be used for events with fully reconstru@edesons

in CP and flavor eigenstates.

Several studies with data and simulated events are performed to validate these assumptions and are
described in detail in Reference [121].
In Section 7.2, it was reported that the uncertainty on the reconstriit;tedvertex varies be-
tween 45 and 6pm for the Bcp and By,, samples. However, since the resolution on g,
vertex is around 190m (Section 7.3), the two samples are expected to have sithdaesolutions,
and therefore a commaf resolution function is used for both samples.
Note that, this assumption does not require the distribution gfto be identical for the two

samples. In fact, the topology of thg&.. vertex is different forCP and flavor eigenstates. For ex-
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ample, the flavor eigenstates have generally higher multiplicities. Figure 7.8 shows the distribution
of the uncertaintyra¢, separately fol’P and flavor eigenstates. The expected distributions from
simulated events are also shown (open histogram) and the agreement with data is satisfactory for
both samples.

Events in theBcp sample have a slightly bettéxt¢ resolution. In simulated events the most
probable value fora; is about3% worse for theByg,, sample. The effect of this difference in
the time-dependent’P analysis is negligible and is accounted for in the systematic uncertainty
(Section 9.4.2).
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Figure 7.8: Distribution of »; for a) theBjg., sample excluding thé/,) K*°(K*7~) mode
and b) theBcp sample together with thé) K** mode. Points are from data and the open
histogram is the expected distribution from Monte Carlo simulation.

7.8 Correlations between mistag fractionw and o,

A correlation is observed between the measurgdand the mistag fractions; of the tagging
categories [122,123], as shown in Figure 7.9. The correlation is stronger for the categories using
kaons for flavor tagging, and is, almost entirely, due to the dependence ofvbatidoa; on the
transverse momentum of the particles used for flavor tagging, and in tBg, vertex [124].

The value ofoa; is computed fronva ., which is dominated by the uncertainty,,, on the
position of theBy., vertex. The contributiom ., of each charged track te.,,, is of the form

agi ox pii (7.6)
and therefore

021 = Z aig x Zpi . (7.7)
i i

Ztag 4
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Figure 7.9: Correlation between the mistag fractionsnd the measuredl,,.

In other words, the position of the vertices composed of high-momentum tracks is known with
smaller uncertainty. Figure 7.10 shows the correlation betwegranda =1/, p%i in simu-
lated events.

The mistag fractionsv; depend orw as well, as illustrated in Figure 7.11. A study of tBe
decays in Monte Carlo simulation [123] shows that, the momentum spectrum of the particles in
the final state is softer in events with a wrong flavor tag. This is illustrated in Figure 7.12, where
the distribution ofl /« is shown separately for the correctly- and wrongly-tagged events in the four
categories.

The correlation is stronger for théaon| andKaonll categories, which rely mainly on iden-
tified kaons in the final state for flavor tagging. In Section 6.1.2, it was shown that &orrect
sign), or a total positive charge of all kaons, is associated3t meson, while & ~ (wrong-sign),
or a total negative charge for all kaons, indicateB% The probability of assigning the wrong
flavor tag, based on the charge of the kaons, is higher because of the presence of wrong-sign kaons
in many B decays. It is found that usually the wrong-sign kaons are present in events with higher
multiplicity of particles in the final state, which results in a softer momentum spectrum.
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Figure 7.10: Correlation between,,; anda in simulated events.

For example the decay$ — D DK can produce many kaons, and have a higher probability of
being mistagged. Since the charm@dnesons are heavy, the presence of two of them in the final
state results in a softer momentum for all their decay products.

Events with only oneD® or oneD~ can be mistagged if th® meson produces a wrong-sign
kaon. TheD mesons mostly produce correct-sign kaons, €., D’ — K* X, but can also
produce a wrong-sign kaoR —, at the cost of additional particles, in order to conserve the total
charge. For example, the decBy. — K7~ x~ has only three tracks and one correct-sign kaon,
while D~ — K~ K7~ 7" has two oppositely charged kaons and four particles. The latter decay
produces lower momentum particles, and increases the probability of the event being assigned the
wrong flavor tag. The branching fractions for such decays are differenbfoand D~ and are
studied in Reference [123].

The effect of the correlation between andoa; on the measured@P asymmetry is small, and
is discussed in Section 8.4.4.
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Chapter 8

Likelihood fit method

The CP asymmetry amplitudein25 is measured with a maximume-likelihood fit to thet
distributions of events with one fully reconstructéi meson inCP eigenstates Bcp sample)
discussed in Section 5.5. Tl flavor of these mesons is determined with the inclusive flavor-
tagging algorithm described in Section 6.2. The theoreticadistributions for these events were
introduced in Section 2.4.4. Those expressions are valid for a perfect detector and do not take into
account the finite detector resolution An (Section 7.6) and the probability of assigning the wrong
flavor tag (mistag fractions) to a reconstructBdmeson. Mistag fractions can not be determined
with the Bcp sample and must be provided as input to the fit. The fully reconstrugtessons in

flavor eigenstatesHy,, sample) can be used to measure the mistag fractions in data.

In principle, one can measure the detector parameters witBthesample and fix them in the
analysis of theBcp sample. But this approach has the disadvantage that correlations betnwzen
and the detector parameters can result in complicated systematic uncertainties. A better approach,
which is used in this analysis, is to perform a maximum-likelihood fit to Mtedistributions of
the Bg,, and Bgp samples. The former are used to measure the detector parameters, while the
latter constrain the value ein25. The advantage of this approach is that correlations among all
parameters are properly taken into account and are part of the statistical uncertainty, which does not
increase significantly, because of the weak correlation betwie@d and the other parameters.

The maximum-likelihood fit used to measwi@2s is described in this Chapter. Section 8.1
starts with the description of the likelihood functions for the events inBhae sample. The sig-
nal likelihood functions are derived from the theoretical distributions by incorporating the mistag
fractions and the\¢ resolution function. Thé3cp sample includes a small fraction of background
events for which an empirical approach is used to model the likelihood functions. Likelihood func-
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tions for the signal and background components of8hg, sample are described in Section 8.2. In
the fit to the data, some of the parameters are fixed due to the limited statistics. The free parameters
in the fit are summarized in Section 8.3.

Section 8.4 gives a summary of studies performed with simulated events to validate the fitting
method. A small but significant bias on the valuesof2( is observed and is discussed in Sec-
tion 8.4.3. The expected statistical uncertaintysor23, and its dependence on the performance of

the b-flavor—tagging algorithm and on tist resolution, are discussed in Section 8.5.

8.1 Likelihood function for CP eigenstates

The likelihood function for the events in tHécp sample can be written as

Nc
mLep=> | > WmF i+ Y InmF_ |, (8.1)
i BO tag BO tag

where N, = 4 is the number of tagging categories, afd ;(F_ ;) is the likelihood function for
events in the'! tagging category wittB,, = B® andB® — fop (Bag = B® andB® — fcp).

It is customary to refer to the events based on the flavaBgf. Therefore in the following, a
BY-taggedevent is an event wittB;,, = B and B® — fcp, while a B’-taggedhas B;,, = B’

and B — fcp. The four tagging categories are mutually exclusive which means that each event
can only belong to one category, and can be tagged as eifBéoaa B. Therefore the two sums

in Equation (8.1) are equivalent to a sum over all tagfeg events. Events without a flavor tag

can not be used to measuia23, as explained below, and are excluded from the fit.

The likelihood functionsF. ; can be expressed as a sum of three contributions

fi,l_ zmgfi"_f :I:zpk+f comb :I:zcomb7 (8.2)

whereF_. are the signal componemﬁit i pk are the contributions of the peaking background, and
B ..., are the combinatorial-background components. Sources of the peaking background for

the CP eigenstates were discussed in Section 5.5.

The probabilitiesf £ e e ok’ andf<% , for an event to be signal or background are estimated
from fits to mgg distributions as described in Section 5.4. Fits are performed separately for each

tagging category and the probabilities must satisfy the constfﬁj’féwr pk + feP =1,

i,comb T
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8.1.1 Probability density function of signal events

The At distributions for tagged events in thé-p sample with perfect flavor-tagging amk
resolution were introduced in Equations (2.61) and (2.62). Assuiipg | = 1, those relations

can be written as
r
f(Btag = B, At) = Zefrm(l — 7cp sin23 sin AmdAt) (8.3)
— r
f(Btag = B", At) = Ze_FAt (1 + nep sin20 sin AmdAt) (8.4)

wherencp is the CP eigenvalue of the final statgp, 750 = 1/T is the BY lifetime, andAm, is

the BY BY oscillation frequency. These distributions are shown in Figure 8.1a.

arbitrary scale

Figure 8.1: Expected\t distribution for B°- and B°-taggedCP events with a) perfect
tagging andAt resolution, and b) typical mistag fractions and finii¢ resolution. The

scale is arbitrary but is the same for the two plots.

The mistag fractions for each category are defined separately’fand B° as

w; : Fraction of trueB’s tagged a®’s

w,; : Fraction of trueB’s tagged a®’s. (8.5)

The fractionsw; andw; are expected to be very nearly, but not exactly, equal. For example, the
response of the detector to positive pions and kaons differs from its response to negative pions
and kaons, due to differences in the total and charge-exchange cross sections. Such a difference is

accounted for by using two separate mistag fractions.
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The observed\t distributions forB°-tagged and3°-tagged events are derived from distribu-
tions (8.3) and (8.4) by including for the fractions andw;, and are given by
o (AGT, Amg,w;, W;) = (1 —w) f(Brag = B, At) + W f(Bgag = B°, At)  (8.6)
fL(AET, Amg,w;, W;) = w f(Brag = BY, At) + (1 — W) f(Biag = B",At) (8.7)
In order to keep the expression of these distributions simple, it is convenient to use two new param-

eters in place ofv andw. The average dilutiofD) and the differencé\D between the dilutions

for BY and BY are linear functions ofy andw and are defined as

(w) = %(w—k@), Aw = (w—)
D = 1— 2w, D = 1—2w
(D) = %(DJF@), AD = (D-D).

After some algebra, the distributions (8.6) and (8.7) can be written as

fi (AT, Amyg, (D);, AD;) = ge—mt\ (1+ % — (D)incp sin23sin AmgAt) (8.9
fL (AT, Amg, (D);, AD;) = ge”‘“‘ (1- —Af :

These expressions clarify why untagged events do not can not be used for the measurement of

+ (D)incp sin23 sin AmdAt) (8.10)

sin2/3. Untagged events can be regarded as events with equal probability of being taggfedras
BY, thatisw = w = 0.5 and thereford D) = AD = 0. The At distribution of these events is not
sensitive tein23 and contains only the exponential lifetime decay. Hence, untagged events can be
used to measure thg° lifetime, but notsin2.3.

The finite At resolution is incorporated by convolving (8.9) and (8.10) with fteresolution
functionR(d;; a)

Fi (At; I', Amy, <D>Z, AD;, (iz) = fjr (Attrue; T, Amy, <D>Z, ADZ) X 'R,((St; dz) (811)
F- (At; I, Amyg, <D>Z7 AD;, dl) = fL (Attrué I, Amyg, <D>Z7 ADZ) ® R(ét; dz) ) (812)

whered; = At — Aty e iS the difference between the measured and the true valuks aindd; are

the parameters of the resolution function. Theresolution function was described in Section 7.6
and is modeled with a sum of three Gaussian distributions. Figure 8.1b illustrates distributions (8.11)
and (8.12) for realistic choice of mistag fractions ahd resolution function. These distributions

are used as the probability density functions (PDFs) for the signal component and are normalized
such that

/ R+ Fdat=1 (8.13)

— 00



137

8.1.2 At spectrum of background events

The Bcp sample although very pure, includes a small fraction of combinatorial and peaking
background events as discussed in Section 5.5.

Each event is assigned a probability to be signal on the basis of its measured energy-constrained
massmgs, as described in Section 5.4. Thezg distribution is described with a single Gaussian
distribution G(mgg) for the signal and an ARGUS parameterizatidmgs) for the background.

The fit is performed separately for each tagging category and the probabilities that appear in Equa-

tion (8.2) are defined as

o (m o ( peak) (mES)
fz,s1g( ES) - g(mES)+A(mES)
f‘ (m ) _ peakg( S)
i,peak ES g(mES)+A(mES)
frcomp(mis) = ———es) (8.14)

G(mgs) + A(mgs)
The fractiond,.x accounts for the peaking-background contribution and is evaluated in simulated
events as described in Section 5.5.
Backgrounds arise from many different sources. Rather than describiyt tistribution of
each physics process that contributes, an empirical description is used in the fit which allows for
different time dependencies.

The PDF for the peaking background is parameterized as

rep
B:I: i,peak — pzak e_ngkthle‘ (1 + <D>i77pk sin A'mdAttrue) & R((StS &i) ) (8.15)

where dilutions(D); and resolution function parametersare those used for the S|gna}/1“peak is
an empirical lifetime, and, is an effectiveC’P eigenvalue.
The At spectrum of the combinatorial background is modeled with a sum of three distributions
B:I: i,comb fz‘CIPBiJ,l(At‘ I;)
+ (U= 1) (= S Buia(Atb) + [ Begs(Atib) ) (8.16)

where the three components are defined as

1 A

Bi,z,l = 55(Attrue) ® R(5t§ bz) ) (817)
1 N

BY, = refe el o Rt b) (8.18)

1 N
ngﬁ = Znge_r?@‘At”“el (1 + nfomb sin AmdAttrue) ® R(t; b;) (8.19)



138

Here,I'S” andT$" are empirical Iifetimesfﬁp is the fraction of events in the prompt component,
fZ%P is the fraction of events in the non-prompt componenf&®” are effectiveCP asymmetry
amplitudes, and; are the resolution function parameters for the background events.

Note that distributions (8.17) and (8.18) fBf-tagged and3’-tagged events are even functions
of At and do not include”P-violating effects, which are instead allowed in the third component

(8.19). The background PDFs are normalized similarly to signal by requiring

+o0
/ (By,ij+ B ) dAt =1 (8.20)

8.2 Likelihood function for flavor eigenstates

Events with a fully reconstructe® meson in flavor eigenstates can be used to measu%he
BO oscillation. The flavor of the fully reconstructégimeson B,..) is known from the reconstructed
final state, and the flavor of the othBrmeson (i) is measured with an inclusive method. Since

the flavor of bothB mesons is known, events can be divided in two categories:
e Unmixed events the B mesons have different flavors, that I$cc, Biag) is either| BY, BY)
or |B°, BY%;
e Mixed events the twoB mesons have the same flavor, thatBs.., B.g) is either| BY, BY)
or |B°, BY).

The likelihood function for events in thBg,, sample is written, in analogy with (8.1) for thg-p

sample, as
Nc
In Lay = Z Z lnH-i-,i + Z IHH_J‘ s (821)
% unmixed mixed

where’H, ; andH_ ; are, respectively, the probability density functions for unmixed and mixed
events ini*" tagging category. Since each event can be classified as either mixed or unmixed, and
can only belong to one tagging category, the two sums in Equation (8.21) are equivalent to a sum
over all tagged events in thigy,, sample. Events in which the flavor &%, is not determined can
not be classified as mixed or unmixed and are therefore excluded from further analysis.

The likelihood functiong . ; are defined as a sum of signal, peaking background, and combi-

natorial background components

Hyi =

)

- flﬂgl‘éH + fﬂav ?ta;/pk + fzﬂggm ?t%‘i/,comb . (822)
As for the Bcp sample, the probabilitieg2, 2y, and f2y , are estimated from theigs dis-
tributions of the selected events and satisfy the constyaitt + f/ay 4 fflav

i,comb —
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8.2.1 Probability density function of signal events

The At distributions of mixed and unmixed events with perfect flavor taggingniesolution

were discussed in Section 2.4.4 and are given by
— — r
Punmix(At) = Prob(BrecBiag — B'BY or BOBO) = Ze*F‘At‘ (1 + cos AmdAt) (8.23)
—0 = r
humix(At) = Prob(ByecBiag — B°B? or BYBY) = Zefrmt‘ (1 — cos AmgAt) (8.24)

whereAm, is the oscillation frequency ang/T' = 70 is the BY lifetime. These distributions are

shown in Figure 8.2a. In practice, since the flavor-tagging algorithm is not perf&%,(&") can

: : E
— Unmixed ]

arbitrary scale

5
At (ps)

Figure 8.2: TheAt distribution for mixed and unmixed events with a) perfect tagging and
At resolution, and b) typical mistag fractions afid resolution. The scale is arbitrary but

is the same for the two plots.

be tagged as #° (B°) due to mistag fractions (w) defined in (8.5). As a consequencetrae
unmixed (mixed) event can lwbservecas mixed (unmixed).
The observed\t distributions are computed from (8.23) and (8.24) by including the effegt of

andw as
W\ (BrecBiag = B°B?) = (1 — w) hunmiz(Btag = B°) + W huix(Brag = B°)
h/Jr (Brethag = BOEO) = (1 - E) hunmix(Btag = EO) +w hmix(Btag = BO)
h_(BrecBiag = B"B%) = (1 — ) huniz(Biag = B°) + W hunmix(Biag = B°)

W (BrecBtag = EOEO) = (1 =) hiiz(Brag = EO) + W hunmix (Btag = BO) .
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There are now four distinct distributions although the underlying physics distributions were only
two. This is different from the situation for th@P distributions discussed in Section 8.1.1. The
reason is that in thé3g,, sample events tagged with/2° or a B® can be distinguished by the
flavor of the fully reconstructed candidate. This is not possible when the fully reconstiiidteid

a CP eigenstate. These distributions can be rearranged by using the average dijtiand the
differenceAD defined in (8.8)

1. AD;
Wy (AT, Amg, (D)i, AD;, By,) = Te F|At|(1+T+(D>icosAmdAt) (8.25)
— 1 AD;
K, (AT, Amg, (D);, AD;, BY,,) = s e*FlAtl(1—T+<D>icosAmdAt) (8.26)
1. AD;

W (AT, Amg, (D)i, AD;, Biy) = (T e 1814+ == — (D); cos AmaAt) (8.27)
— 1 AD;

W (AT, Amg, (D);, AD;, BY,,) = ZF@’Fmt'(l—T—(D>icosAmdAt) (8.28)

The probability density functions (PDFs) for the signal component are given by the convolution
of (8.25)-(8.28) with the resolution functioR(dt; a;) (Section 7.6)

Hy (AT, Amg, (D)i, AD;, 64, BY,,) = Iy (Aterue; Biag) ® R(04; @) (8.29)

tag
Hy (AT, Amg, (D)i, AD;, 43, BY,,) = by (Atirue; Blag) © R(0t; 45) (8.30)

tag

H- (At; Fa Amda <D>Z7 ADH dia Bt(;)ag) = h/— (Attrue; B?ag) ® R((St; &z) (831)

) = h/_ (Attrue; EO ) ® R(5ta&z) (832)

H_ (At;F,Amd, <D>Z,ADZ,&Z,EO tag

tag
TheseAt distributions are illustrated in Figure 8.2b. The normalization of these distributions is
defined by the constraint

+o0 . .
/ (HJr(Bgag) + HJr(Bgag) + H*(Bgag) + H*(Bgag)) dAt=1.

—00

8.2.2 At spectrum of background events

The treatment of thé¢ distribution of background events in ti;,, sample is similar to the
method described in Section 8.1.2 for tBep sample. Empirical description is used to model the
At distributions of the background events. The event-by-event signal and background probabili-
ties fflav, flav ., and fiav | were defined in Section 5.4 and are measured with fits torthe
distributions of events in each tagging category as described in Section 8.1.2.

Peaking background in thBg,, sample is mainly due to mis-reconstruct8d and B° decays,

as discussed in Section 5.6. Mis-reconstrucitidecays have @\t distribution similar to the
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signal: they have the correct lifetime and are also subje@%d3® oscillation. Therefore they do

not require a specifié\t distribution and are accounted for by the signal PDF. On the other hand,
the B™ mesons have a different lifetime and do not oscillate. Therefore felistribution is very
different from the signal and must be correctly modeled. Assuming that the peaking background
contribution in theBg,, sample is only due to mis-reconstruct®&d™ decays, itsAt¢ distribution

can be described as

1
By ipeak = ZFB+67FB+ [ Aterel (1+ D’iB+) ® R(d¢; as), (8.33)

wherel/T'z+ = 75+ is the BT lifetime anda; are the parameters of the signat resolution
function. Dilution factorsDjB+ are measured with the large sample of fully reconstrudsed
mesons (Section 5.7). The charge of the fully reconstru@éddetermines its flavor, therefore
DZB+ can be simply computed by counting the number of events with the wrong flavor tag.

For the combinatorial background, te distribution is modeled with a sum of three compo-

nents

f f o
BYS comy = fii Bri1(At;b)

(= 1) (U= S5 Baa(Atby) + fI5Bua(AtD) L) (8.34)

where the components are defined as

1 R

BE = S(1EDY)d(Atiue) ® R(3t:bi) , (8.35)
1 )

BYY, = T8V(L£Dl)eH el @ R(3t;by) | (8.36)
1 )

By, = ngl“(liplf{y)effg [Aliel (1 4 D; cos AmgAtie) @ R(St;5;) . (8.37)

The empirical dilutionsDf4", D3, andDf5" as well as the empirical lifetimely/T''3” and1 /T3
are measured in data. A common resolution function is used for the background eventBipthe

and theBjy,, samples, and hendeare the same parameters introduced in Section 8.1.2

8.3 Simultaneous fit to samples of flavor and’P eigen-
states

The value okin24 is measured with an unbinned likelihood fit to the distributions of events
with a fully reconstructed3 meson in flavor and’P eigenstates by maximizing

InLiot = InLop + In Lay (8.38)
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with In Lp andln Lg,, defined in (8.1) and (8.21). There are a total of 35 free parameters, listed in
Table 8.1, includingin23, At resolution function parameters, mistag fractions, and the parameters

of the empiricalAt spectrum of the background events. A number of other parameters, e.g. oscil-

Description Number of parameters

CP asymmetryin2/3 1
Signal At resolution function
Signal dilutions

BackgroundAt resolution function 3
Ba., background composition 13
Bcp background composition 2
Total 35

Table 8.1: Summary of the free parameters in the maximume-likelihood fit.

lation frequencyAmy and peaking background fractions, are used as input to the fit and their value
is fixed. The signal and peaking-background parameters are determined framdisgribution of
the events in the signal region, while the parameters of the background components are measured
with the events in thengg sideband.
The determination of each parameter is dominated by a subset of events and is discussed in the

following.

8.3.1 CP asymmetry amplitude sin23

The amplitudesin2 of the time-dependent asymmetry appearaindistributions (8.11) and
(8.12) for the signal component. Events with a fully reconstruddecheson inCP eigenstates in

thempgg signal region (Section 5.4) dominate the measuremesin@f;.

8.3.2 SignalAt resolution function

A common At resolution function is used for signal components of the fag, and Bcp
samples. The value of these parameters is mainly dominated by eventsRBg.theample due to
its larger number of events compared to tBgp sample. TheAt resolution function model was
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described in Section 7.6 as a sum of three Gaussians

R¥E(0;,a) = (1 — faf — fouit) Gecke + frait Gt + fouit Gt - (8.39)
where fi.n and fou1 are, respectively, the fraction of events in the tail and outliers components. In
addition to these two fractions, there are five parameters to describe the core Gaussian and one for
the tail, for a total of eight free parameters

The core Gaussian has one scale factor for the width and four bias scale factors. The width

of the core is given by the product of a scale fackif. and the event-by-event uncertairty,
O = S(f(i)greom .

Studies with simulated events show that the mean ofisef the core Gaussian is different for the
four tagging categories. For each category, the mean cﬁfgeﬂs given by the product of a bias

scale factobS® _and the uncertainty a;

i,core

0 __ 3sig
56,1’ - b OAt -

i,core

For the tail component the width, and the mean offsé} are given by the products

_ ¢sig
o =5, ail At

0 _ 1sig
o = btail OAt

Note that unlike the core component, one common mean offset is used for all tagging categories.
Monte Carlo studies indicate th&f'% is highly correlated with}'¢, and the fraction/>% of events
in the tail component which is left free in the fit. When left floating, the measured valsigéphas
a large uncertainty. Moreover, the results of the fit are not sensitive to the vaﬂfé%lohnd hence
its value is fixed to 3 in the fit to data as indicated in simulated events. The systematic uncertainty
due to this assumption is evaluated in Section 9.4.1 by varying the fixed valiféiof

The outliers component accounts for a very small fraction of events, typically less then 0.5%
of all events, with mis-reconstructed vertices. The width and the mean offset of this component
are fixed, respectively, to1® and Ops, while the fractionfjftl is allowed to vary. The systematic
uncertainty orsin2( due to this choice of parameters is evaluated in Section 9.4.2.

As explained in Section 8.1.2 and 8.2.2, the peaking-background component utilizes the signal

At resolution function and does not require any additional parameter.
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8.3.3 Signal dilutions

Four average dilutionéD); and four dilution differencefD; (one for each category) are used
to describe the signal components of event®jn, and Bcp samples. These parameters are deter-
mined by theBy,, sample where the flavor of the fully reconstruct@dneson is known.

8.3.4 BackgroundAt resolution function

A common At resolution function with five free parameters is used for the combinatorial-
background components in thg;,, and Bcp samples. The backgroundit resolution function

is modeled as a sum of a core Gaussian and a wide outliers component

RPKE(6;,a) = (1 — f218) ghke | fble ghle (8.40)

outl outl “outl *

by fixing the fractionf*# of events in the tail to zero. The fractioff® is left floating in the

fit. Similarly to the signal resolution function, thBg,, sample dominates the determination of
parameters.
All four tagging categories use the same width and mean offset given by the products

bk
Oc = Stailg OAt
0 __ 3bkg
50 - btail OAt

bkg

with the scale factoSEakﬁg andb,.; left free to vary in the fit.
The width and the offset of the outliers component are fixed, respectivelypdcaBd Ops

similar to the signal resolution function.

8.3.5 At spectrum of By,, background

The At distribution of the peaking background is described by (8.33). Following the discussion
in Section 8.2.2, the lifetime for this component is fixed to fhe lifetime 75+ = 1.674 ps [33].
The fractionégav of signal events due to the peaking background is estimated with simulated events

eak

to besly, = (1.3+£0.370%)% (Section 5.6). Dilution®?" are measured with the sample of fully
reconstructed3™ mesons (Section 5.7) and are listed in Table 8.3.5.

Several assumptions are made to simplify the parameterization dftspectrum of combi-
natorial background in (8.34). The mixing componﬁitj{3 is removed by setting“i‘iﬁ)W =0. A
systematic uncertainty is assigned to this assumption and is evaluated in Section 9.4.12.

The effective diIutionsD?jW andD?fQ‘V for the prompt and non-prompt component. (; ; and

B+ ;2) in each tagging category are allowed to vary, and are determined by the eventsringhe
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Category Niignal (%) wB" (%) Q(%)
Lepton 2060 #+ 48 99+0.2 1.1+£03 95+0.2
Kaon | 3710+68 17.9+£03 7.7£05 128+0.4
Kaonll 4083+ 73 19.7+03 174+06 83+04
Inclusive 3870+70 18.6+0.3 27.7+0.8 3.7+0.3
Total 20771 £164 66.1 +0.6 34.3+0.6

Table 8.2: Efficiency, mistag fractionw?", and effective tagging efficienag in the sample of
fully reconstructedB3* candidates for each tagging category. Dilutibfi" is defined a5 =
1 —2w.

sideband of the selectefly,, candidates. The relative amount of these two componﬁﬁfs is
allowed to vary independently for each tagging category, V\ll’ﬁ@f is assumed to be the same for

all categories, giving one more free parameter.

8.3.6 Bcp background composition

The number of events in thegg-sideband region of th8¢p is relatively small due to the high
purity of the sample. Since these events are used to measure the parameters of the eltpirical

spectrum of the background, it is necessary to reduce the number of free parameters.

The parameterization of the combinatorial background (8.16) is simplified by s¢ﬁﬁg: 0.
This means that n6@’P asymmetry is allowed in the background events. In addition, a common
fraction fflp of the prompt component, and a common empirical lifetiiBS” of the non-prompt
component are used for all tagging categories. The fraction is left floating in the fit, whifg” is
fixed to theB" lifetime 750. The systematic uncertainties due to the these assumptions are evaluated
in Sections 9.4.9 and 9.4.10.

The fractionégeik of peaking-background in the signal events is evaluated separately for each
decay mode (Section 5.5). The value35§£k for all decay modes are listed in Table 5.10. Signal
dilutions and resolution function are used for the peaking-background component and no additional
parameter is needed. Finally, the effecttVE eigenvaluen, for the peaking background is fixed

to zero. A systematic uncertainty is assigned to this assumption and is evaluated in Section 9.4.9.
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External Parameters

The B lifetime 750 and the oscillation frequencim, are fixed to the world average val-
ues [33]

Tgo = 1.548 +0.016 ps
Amg = 0.489 +0.008 ps~!

The systematic uncertainty eim23 due to these fixed values is evaluated in Section 9.4.13.

8.4 Validation studies with simulated events

Very large samples of simulated events are used to validate the fit procedure. The size of the
Bcp sample is about 130 times the observed number of signal in data, whilBgthesample is
about 10 times larger than in data. Due to the large number of events, fits to all events require
typically a factor of 8 more CPU time than the fits to the data. In the following studies, unless
otherwise specified, thAt resolution function parameters and the dilution factors are measured in
the By,, sample, and are fixed in the fits to thle,p sample. This assumption has no impact on the

measured value ain20.

8.4.1 Fitsto signal events

Signal events in all reconstructed decay modes are generated with a true valueff=
0.7033. Fits are performed by using the trde resolution function parameters and dilutions, and
by using the values measured in thg,, sample. In these fits, events withgg > 5.27 GeV/c? are
assigned a signal probability of 1, while all other events are discarded.

The fit results are listed in Table 8.3. It is observed that measured values are always larger than
the generated value which indicates a bias in the measuremgn2@f The magnitude of this bias
is evaluated below, in Section 8.4.3. The table includes also the fit result when usiBg.thas a

control sample. The fitted asymmetry is consistent with zero, as expected.

8.4.2 FitstoinclusiveB — J/iy X events

The effect of background is studied with samples of events whereBoakvays decays to a
final state including a the charmonium meson. In addition to the signal decay modes, these samples
include sources of combinatorial and peaking backgrounds.



Mode

sin23

By, parameters  True parameters

JWKY (nta)  0.7164+0.007  0.719 4 0.007
JWEK? (@07%  0.718+£0.014  0.722+0.014
W(2S)KO (rtr7)  0.724+0.015  0.727 +£0.015
Xa KO (rtr7) 072940021 0.734 4 0.021
Biiay ~0.009 £ 0.011  —0.006 = 0.011

Table 8.3: Results of fits to simulated signal events, with dilutions and resolution function parame-
ters either from theBg,, sample, or from the trué¢ and flavor tag.

The fit results are summarized in Table 8.4, and are in agreement with the generated value,

although the statistical uncertainty is large.

Mode sin23
JW KO (rtr=)  0.685 4 0.034
Jp K2 (7%7%  0.778 £ 0.074
V(29K (nt7~)  0.406 4 0.258
Xa KO (7t77)  0.32040.193

Table 8.4: Fit results in Samples of simulated evdgts- J/i» X. All events are generated with
sin23 = 0.703.

8.4.3 Evaluation of the bias insin2/3

The fit results in the Table 8.3 indicate the presence of a positive bias in the measured value of
sin24. In order to estimate the size of this bias, simulated signal events are divided in 130 samples
equivalent to the full data sample. Each sample is fit twice: first using the true dilutiond#and
resolutions function parameters, and then using the parameters measuref4p,teample.

The mean of the distribution of the residuatin23 = sin25—0.7033 for the two configurations
is reported in Table 8.5. Figure 8.3 shows the distribution of residsial 3 when true dilutions and
resolution function parameters are used. Since the bias is significantly different from zero, the fitted
sin2(3 in data is corrected by subtracting)14 from the measured value. A systematic uncertainty

is assigned to this correction and is discussed in Section 9.4.17.
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true parameters

Bq., parameters

(6sin26)  0.0124 % 0.005
RMS 25028 1 04 +0.07

Osin203

0.0138 £ 0.005
1.05 £ 0.07

Table 8.5: Mean of sin2/3 distribution and the RMS spread of the pailin23/ogin2s.
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with the true dilutions and resolution

8.4.4 Correlation between dilution(D) and o,

The origin of the correlation between the mistag
tion 7.8. Average dilutionD) is a related tav by Equ

fractionand oa; was discussed in Sec-

ation (8.8), and hence exhibits the same

correlation. In order to study the effect of this correlationsai23, the average dilutiodD); for

each tagging category is parameterized as

(D)i = (D)} + Sioa (8.41)

in fits to data-sizeBcp and Bg,, samples of simulated

events. The valussioR3,,. measured

in these fits is compared tn23,, measured withS; = 0. Distribution of the differenced =



149

sin2fs10pe — sin23y is shown in Figure 8.4, and has a mean of 0.004 and an RMS spread of 0.004.
Similar study has been performed with fast parameterized simulated events (toy Monte Carlo) and
has a larger mean of 0.006 and an RMS spread of 0.006. The distributioforofhese fits is also
shown in Figure 8.4.

Therefore, neglecting the correlation between mistag fractionscapdesults in a bias of
+0.004 insin23. This bias is taken into account in the evaluation of the systematic uncertainty
onsin2( due to the total Monte Carlo bias, discussed in Section 9.4.17

0.3

0.2

0.1

Lol P N P S
90.02 -0.01 0 0.01 0.02 0.03
sin26 (no D slope — with D slope)

Figure 8.4: Variation iin25 due to the correlation between mistag fractions and

8.5 Expected uncertainty orsin2(3

The uncertainty oBin2(3, including theAt resolution, can be computed analytically from the
likelihood functionZ to be [125]

X (sin2f3, Tgo Amg, o) /1 + Nokg/Nsig 6.42)
vV Nsig\/zzlﬂ &i(1 — 2w;)? 1+ (Asig/ Abkg) (Nbke /Nsig)

Osin23 —

where
e N is the number of fully reconstructedP eigenstates with asymmetry amplitude,,

e Ny, isthe number of background events in (e sample, with asymmetry amplitudé,.,,
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e 0 is the At resolution, and
e ¢, andw; are, respectively, the efficiency and the mistag fraction oftinéagging category.

In order to understand this expression, one can consider the limit of perfect flavor tagging with
w = 0, and no background eventd},,, = 0. In this case,)’ is the estimate of the per-event
uncertainty and depends on thg resolution, and/\/fig is from the Poisson statistics.

Since only the flavor-tagged events can be used to measi2@, the statistical power of the
sample is reduced by the tagging efficiency

The dependence on the mistag fractiorcan be understood, if one recalls that the amplitude
of the sine term in the likelihood function is given by the prod(ict- 2w) sin23. Since the fit is
sensitive to the total amplitude, variationsurdirectly affectsin2s.

The value of%’ depends on the exact expression of ffreresolution function. Tabulated values
of X in the simple case of a single Gaussian resolution function, and no scale factors, can be found
in Reference [125].

A better approach to estimate thi@2 uncertainty with realistic resolution functions is to use
toy Monte Carlo events. This approach is used in Section 9.2.1 to estimate the agreement between

the measured and expected uncertainties.



Chapter 9

Measurement ofsin2

Results of the maximume-likelihood fit, described in Chapter 8, tadXhalistributions of events
in CP eigenstated/y) K9, (25) K9, x.1 K2, andn. KU are presented in this Chapter. The sample
of events used in the fit, after some loose vertex quality requirements, is described in Section 9.1.
The results and the estimate of the goodness of fit are discussed in Section 9.2. The large sample of
reconstructed3 mesons allows various cross checks, including fits to subsamples of events, which
are described in Section 9.3. Sources of systematic uncertainty on the measured siaf2e, @hd
the evaluation of their size are discussed in Section 9.4. In Section 2.5.2, it was pointed out that the
decay mode#3 — J/i K? andJ/ K*°(K27°) can also be used to measuia23. Measurement
of sin2 with those modes are discussed in Section 9.5. Finally, the combined result from a fit all
decay modes, includind/yy K9 and.J/yy K*O (K9 #°) is discussed in Section 9.6.

9.1 Event Sample

Signal yields for the sample of selecté® eigenstatesBcp) and flavor eigenstated3.,,)
were presented in Sections 5.5 and 5.6, and summarized in Tables 5.9 and 5.14. Additional vertex

quality requirements are applied to select events with a well-measured inferval

¢ the fits performed to compute the decay vertices of the fully reconstructed and the t&yging

mesons must converge;

e the measured\t must be in the interval-20, 20] ps. This is a very loose requirement con-
sidering theB" lifetime of 1.542ps; and

e the measured uncertaintyy; must be less than 2.
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These requirements reject almost entirely all events with mis-reconstructed vertices, and are satisfied
by about 95% of the events in data and simulation. Numbers of selected eventsiipdtsignal

region (Section 5.4) after these requirements are summarized in Table 9.1.

CP eigenstates Flavor eigenstates
Tagging category B°tag B°tag All | Btag Btag All
Lepton 80 83 163] 1782 1688 3470
Kaon| 132 145 277 5135 5059 10194
Kaonll 141 175 316 7436 6730 14166
Inclusive 159 149 308 7332 6801 14133
No tag 550 29843
Total 1614 71806

Table 9.1: Number of selected events withys > 5.27 GeV/c? after vertex quality requirements.

Distributions ofmygg for events in each tagging category are shown in Figure 9.1 foBthe
sample, and in Figure 9.2 for thBg,, sample. Overlaid is the result of the fit used to determine
the event-by-event signal probability as well as the signal purity in the signal region, defined in
Section 5.4. The amount of the background varies within the four tagging categories, and also
slightly for each decay mode, therefore separaig; fits provide a better estimate of the signal
probability.

Fits for the Bcp sample are performed in two steps. First, all selected events after vertex re-
quirements, including untagged events, are fit to determine the megaand the widthy,,, of the
Gaussian component for signal, as well as parantetéthe ARGUS component for background.
These values are fixed in fits togg distributions of each tagging category and only the normaliza-
tions of the signal and background components are left floating. Fixing the parameters is necessary
because the amount of background and the number of events in each category are different. For
example, theepton category has a very high purity, but also the smallest number of events which
are not sufficient to determine correctly the shape of the ARGUS function. The resultsafall
fits are summarized in Tables 9.2 through 9.6.

The Bg., sample is about ten times bigger than ther sample and has large number of events
in all tagging categories. Hence, all parameters are left floating in fits towthe distribution of

individual tagging categories. Results of these fits are summarized in Table 9.7.
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Figure 9.1: Distribution oingg for reconstructed’P eigenstates, after vertex quality re-
qguirements, in the four tagging categories.

Parameter Lepton Kaonl| Kaonll Inclusive
Signal Yield 14012 251+£16 271417 275+ 17
mp(MeV/c?) 5280.2 + 0.1 (fixed)

Om( MeV/c?) 2.73 4+ 0.06 (fixed)

Background Events 5+ 3 56 + 16 54+ 8 79 + 10
P(%) 99.3+£0.3 964+06 96705 95.3+£0.6
ARGUS parametef —29 £+ 6 (fixed)

Table 9.2: Results of theis fits to reconstructed/yy K2 (7+7~) candidates.
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Figure 9.2: Distribution ofngg for reconstructed flavor eigenstates, after vertex quality
requirements, in the four tagging categories.

Parameter Lepton Kaonl Kaonll Inclusive
Signal Yield 23+ 5 40+7 47+ 7 39+ 7
mp(MeV/c?) 5280.2 + 0.1 (fixed)
om(MeV/c?) 2.73 4 0.06 (fixed)
Background Events 3 +5 316  43&£7 34+6
P(%) 98+1 88+ 3 87+ 3 87+3
ARGUS parametef —29 £+ 6 (fixed)

Table 9.3: Results of theugs fits to reconstructed/yy K9 (¥ 7¥) candidates.



Parameter Lepton Kaonl Kaonll Inclusive
Signal Yield 306 326 467 35+6
mp(MeV/c?) 5280.2 + 0.1 (fixed)
Om(MeV/c?) 2.73 4+ 0.06 (fixed)
Background Events 2+6 446 8+3 16 £4
P (%) 99+1 98+1 9741 93 4 2

ARGUS parametef

—29 £ 6 (fixed)

Table 9.4: Results of theigs fits to reconstructed(25) K2 candidates.

Parameter Lepton Kaonl Kaonll Inclusive
Signal Yield 9+3 1945 20+ 5 27+ 5
mp(MeV/c?) 5280.2 + 0.1 (fixed)
Tm(MeV/c?) 2.73 4+ 0.06 (fixed)
Background Events 1+1 8+3 T3 6+5
P (%) 98+2 94+3 9443 96 + 2

ARGUS parametef

—29 £ 6 (fixed)

Table 9.5: Results of thexs fits to reconstructeq.; K9 candidates.

Parameter Lepton Kaonl Kaonll Inclusive
Signal Yield 14+4 284+ 6 23+ 6 29+ 6
mp(MeV/c?) 5280.2 + 0.1 (fixed)
Om(MeV/c?) 2.73 4+ 0.06 (fixed)
Background Events 7+3 56+8  68+£9 54 + 8
P(%) 92+14 724+6 64+7 74+ 5
ARGUS parametef —36 (fixed)

Table 9.6: Results of theigs fits to reconstructed,. K candidates.
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Parameter Lepton Kaonl| Kaonll Inclusive

Signal Yield 2979 4+ 57 5450 4 83 6489 4 92 6535 £ 94
mp(MeV/c?) 5280.30 £0.05 5280.20 +£0.04 5280.20+£0.04 5280.20+0.04
Om (MeV/c2) 2.60 £0.04 2.64 £0.04 2.62 +0.03 2.60 £0.04
Background Yield 491 £+ 28 4745 + 78 7677 + 99 7599 £+ 99
P(%) 95.6 + 0.5 86.2+ 0.5 82.6 £0.5 82.3 1+ 0.5
ARGUS parametef —72+7 —35£2 —324£2 —35£2

Table 9.7: Results of theugg fits to the Bg,, sample.
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9.2 Fitresults

The fit to theAt distributions of events in th8cp and By,, samples yields
sin23 = 0.755 + 0.074 . (9.1)

This value includes the —0.014 correction to account for the bias observed in simulated events and
discussed in Section 8.4.3. Table 9.8 summarizes the measured value of all free parameters in the fit
and their correlation witkin23. The largest correlation betweegim23 and any linear combination
of the other free parameters is 13%.

The At distributions of events in th&c-p sample are shown in Figure 9.3a, where the asym-
metry between events with/a° tag and those with &° tag is apparent. Figure 9.3b illustrates the

raw asymmetry defined by
N(At, B?ag) B N(At, Egag)

N(At; B,) + N(At; BY,,)

Acp(At) =

(9.2)

whereN (At; BY,,) andN (At; Bp,,) are, respectively, the observed numbeB8ftagged and3’-

tagged events in intervals d&ft.

9.2.1 Goodness of fit and expected statistical uncertainty

The goodness of fit is evaluated with 1000 samples of fast parameterized simulated events (toy
Monte Carlo). In each sample, the number of generated events is equal to the observed number of
events in data for each tagging category, and for li&th and Bg., samples. The total number of
signal and background is equal to those in Tables 9.2-9.6 and 9.7.

The value ofmgg for each event is generated from a distribution that has the parameters mea-
sured in data and listed in the above tables. Each event is then assigned a signal probability from a
fit to the generated distribution efgg for all events.

The value ofAt for each event is also generated by taking into account the measured resolution
function in data. For signal events, the true valué\ef(Aty) is extracted from thé\¢ distributions
(8.3) for BY-tagged, (8.4) fo3°-tagged, (8.23) for unmixed, and (8.24) for mixed events in absence
of detector effects. The measur&d is computed afd\t,,c.s = Aty + 6t, wheredt is drawn from
a distribution corresponding to a sum of three Gaussians, whose parameters are fixed to the values
measured in data (Table 9.8) for the signal resolution function.

Finally, the measured dilutiong) and dilution differences\D in Table 9.8 are used to assign

the wrong flavor-tag to a fraction of events and simulate the effect of mistag fraction.



158

3
\‘\\\\‘\\\\‘\\\\ \\\\‘\\\\‘\\\\‘\
@_150 0 a) |
o e B tags |+ Background
% B® tags
= 100
c
LL]
50
> 0
e 05
-
>
V)
<
5 0
X
-0.5 -
| L \ | B
-5 0 5
At (ps)

Figure 9.3: a) Theé\t distributions of flavor-tagged events after vertex requirements in the
Bcp sample, and b) the raw asymmetdy,». The lines are the result of the likelihood fit

and the shaded area is the contribution of the background.
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The goodness of fit is estimated by comparing the value of the likelihood funietiGrfrom
the fit to data, to values from the fits to simulated samples. Figure 9.4 shows the distributions of
In Lyc in the simulated samples with the arrow indicating the value in data. The value in data is in
good agreement with the expected values. The fraction of sampledmithc < In L4.¢. IS given
in Table 9.9.

Figure 9.5 shows the comparison between the measured uncertaipty (indicated with the
arrow) and the distributions @fginos,,, in Simulated samples. The expected uncertainty and the

value measured in data are listed in in Table 9.9 and are in good agreement.
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Figure 9.4: Distribution otn £ in 1000 samples of toy Monte Carlo events. The arrow

indicates the value from the fit to data.
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Figure 9.5: Distribution of measured;,23 in 1000 samples of toy Monte Carlo events.

The arrow indicates the value measured in data.



Parameter Result Correlation wim23
sin23 0.755 £ 0.074 1.000
Signal Resolution Function
Secore 1.094 £ 0.048 0.020
Stail 3.0 (fixed)
beore LEPLON 0.039 + 0.061 0.010
beore Kaon —0.234 4+ 0.050 0.011
beore Kaon i —0.232 +0.044 0.012
beore INClUSiVE —0.219 £ 0.045 0.007
bail —1.020 £ 0.293 —0.007
frail 0.106 = 0.020 0.017
foutl 0.003 = 0.001 —0.010
Signal dilutions
(D), Lepton 0.934 + 0.013 —0.046
(D), Kaon| 0.801 £+ 0.014 —0.066
(D), Kaonll 0.582 + 0.016 —0.056
(D), Inclusive 0.367 £+ 0.017 —0.048
AD, Lepton 0.029 + 0.022 0.003
AD, Kaonl 0.021 4+ 0.022 0.004
AD, Kaonll 0.078 £0.023 —0.007
AD, Inclusive 0.051 4+ 0.025 0.006
Background properties
1/T3 (ps) 1.325 4 0.062 -0.001
P 0.639 4 0.050 -0.024
fiav | epton 0.289 £ 0.163 0.000
flav Kaon | 0.630 + 0.026 0.000
filav ‘Kaonll 0.657 + 0.024 0.000
flav ‘Inclusive 0.683 + 0.022 0.000
Background resolution function
Secore 1.398 £ 0.019 —0.003
beore —0.045£0.013 0.000
Joutl 0.016 £ 0.002 —0.001
Background dilutions
Dilav | epton 1.372 £0.630 0.002
Dilav Kaon | 0.649 £ 0.030 0.006
Diav Kaon I 0.393 4+ 0.024 0.006
Diav Inclusive 0.158 4+ 0.024 0.005
Diav | epton 0.170 4+ 0.104 0.000
Dilav Kaon | 0.251 £ 0.048 0.000
Dilav Kaon I 0.279 £ 0.042 0.000
Dl Inclusive 0.032 4 0.046 0.000
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Table 9.8: Results of the likelihood fit. The parameters are defined in Chapter 8.
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Sample (oMC 5) RMS oM 5 agigaﬂ In Lyic In L gata f

Jhp KO (at 77)  0.082 0.005  0.084 —1513.0+£1.7 —1494.9 0.623
Jh KO (7%  0.235 0.018  0.240 —495.1+0.8 —511.5 0.263

(25) KO 0.211 0025 0235 —227.64+0.7 —222.9 0.576
Yo K 0.314 0.060 0396 —151.04+0.6 —152.2 0.472
ne K° 0.340 0.038  0.320 —579.44+0.7 —601.5 0.151

Table 9.9: Comparison between the expected uncertafy, andin £Y¢, and the values mea-
sured in the fit to data, withi the fraction of samples withm Lyic < In Laata-
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9.2.2 Performance of the-flavor—tagging algorithm

Average mistag fractiow); and differenceAw; for B® and B° tags in tagging categoryare
related to the measuré®); andAD,; in Table 9.8 through Equation (8.8). Values(af); and Aw;
are listed in Table 9.10 for the four tagging categories. Included in the same Table is the tagging
efficiencye; for thei*® category, defined as
NP
- Niingtag + ZNcl NiSig ’

1=

€ (9.3)
whereNiSig is the number of signal events in categéry,. = 4 is the number of tagging categories,
and N8

untag

is the number of untagged events. The number of e\je'ﬁﬁsandNSig are measured

unta,
in the By,, sample and are listed in Table 9.7. The tagging algorithm assignsga flavor tag to about
2/3 of all events. The effective tagging pow&; = ¢; (1 — (w);)? was defined in Chapter 6 and
impacts directly the uncertainty ain23, as discussed in Section 8.5. The total tagging power
Q = >N, Q: is smaller than the value obtained in simulated events in Section 6.3. As pointed out
earlier, it is important to evaluate the performance of the tagging algorithm in data and not to rely

on simulated events.

Category Ny “%) ()%  Aw®%) Q%)

Lepton 2979 £ 57 9.1+0.2 3306 —-14+11 794+£0.3
Kaon| 5450 £ 83 16.74+0.2 99+07 -11+£1.1 10704
Kaonll 6489 £ 92 198+03 209+£08 —42+1.1 6.7+04
Inclusive 6535 +94 200+03 316%+£09 —-29+12 2.7+£0.3
Total 32700 & 208 65.6 £ 0.5 28.1+0.7

Table 9.10: The efficiency;, average mistag fractiofw;), mistag differenceAw;, and tagging
power@; = ¢; * (1 — 2(w;)) for each tagging category measured with the maximum-likelihood fit.
Signal yieldsNg;, are those in Table 9.7.
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9.3 Cross checks

The largeBcp sample allows a number of cross checks by measufiritf in subsets of events.
Data is divided on the basis of reconstruct@dlecay mode, tagging categotyjy decay mode,
flavor tag, and data taking period. Unless specified, the fits are performed to tlig fulbample

and subsets of thBcp sample.

9.3.1 B decay modes

Table 9.11 and Figure 9.6 summarize the results of the fits to excldgteigenstates. In
Section 5.5 it was shown that the amount of peaking background in signal events varies for the
decay modes (Table 5.10) and could potentially impact the valge®f. Results in Table 9.11,
however, are in good agreement with the value measured in the full sample. The valueéf the

computed as

CP modes 2
> , (9.4)

2 sin2ﬂi — sin2ﬁA11
-y (M

7

is 3.7 with 4 degrees of freedom. The distributions and raw asymmetrie&:p for each decay

mode are shown, respectively, in Figure 9.7 and Figure 9.8.

Sample Ngig P sin2p

CP sample 1399 £ 39 93.5 0.755+0.074

JW KO (K? — ™) 937431 96.5 0.820 4 0.084
Jhp KO (K9 — 7°70) 150+ 13 88.5 0.394 4 0.241
P(28)KO (KO — ntn~) 1434+12  96.9 0.691 +0.235
X1 KO 75+9 945 1.014+0.397
1e k0 95+11 73.3 0.586 =+ 0.320

Table 9.11: Measurement sifn2/3 in exclusiveB decay modesNg;, is the signal yield and the
purity.
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Figure 9.6: Measurement sfn2/3 in exclusiveB decay modes. The value §f, defined
in Equation 9.4, for the agreement between the decay modes is is 3.7 with 4 degrees of

freedom.

9.3.2 Data subsamples

Fits to subsamples of data are discussed in the following. All results are summarized in Ta-
ble 9.13 and compared to the valuesaf2S in the full sample in Figure 9.11.

Data-taking periods

The data sample used for this analysis was collected between October 1999 and June 2002.
Fits are performed in subsets of data collected in four different periods of data taking defined in
Table 9.12. Fitresults are summarized in Table 9.13 and no significant variatior ihis observed

for different subsets of data.
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Figure 9.7: Distribution ofAt for J/¢ K, ¢(2s)K,, xa K, and J/¢yK,(7°7%) decay
modes. The solid line is the result of the fit. The shaded area is the contribution of back-

ground.

Tagging categories

Another useful cross check is fitting the events in individual tagging categories. The physics
processes utilized to determine the flavor tagomesons in each tagging category are different,
as discussed in Chapter 6, and result in different mistag fractions and sample purities. Hence, it is
important to check that the value €123 does not vary within the categories. Results of the fits are
listed in Table 9.13 and do not show any significant variation. Ahéistributions for the events in
each category, and the raw asymmetry are shown in Figures 9.9 and 9.10, respectively. The effect
of the difference in the mistag fractions for the four categories is evident. The amplitude of the
raw asymmetry in théepton category is the closest to the measured valugif3, while it is

reduced significantly in thinclusive  category.
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Subset Period Luminosity (fd)
Runl October 1999 — December 2000 20.78
Run2a January 2001 — June 2001 9.07
Run2b July 2001 — December 2001 26.58
Run2c+d January 2002 — June 2002 24.72

Table 9.12: Periods of data taking used for cross checks.

B° vs. B flavor tags

Measurement ofin23 can be performed separately in events with flavor tags and those
with B flavor tags. In fact, the\t distributions (8.3) and (8.4) for these events are individually
asymmetric with respect tAt = 0, if sin23 # 0. Therefore, in absence @& (B') tags,sin23
can still be measured with a fit to thet distribution of events withB° (B°) tags. In these fits the
value of AD for all tagging categories must be fixed to zero since there is only one flavor tag. The
parameters of the resolution function are fixed to values obtained in the full fit. The results of the fits
are summarized in Table 9.13 and Figure 9.13 and are in very good agreement with the combined
fit as well as with each other.

JhW — ete”and Jip — ptp~ decay modes

One additional cross check is to separate events Jifith reconstructed im*e™ or u* .~ final
states. These decay modes differ due to the Bremsstrahlung photonsirethmode, which could
affect the decay-vertex reconstruction. The fit results are shown in Table 9.13 and Figure 9.13, and

no discrepancy is found.

9.3.3 Control samples

The sample of events with fully reconstructéti™ mesons described in Section 5.7, and the
Ba., sample ofBY mesons in flavor eigenstates represent a large and valuable control sample for
the measurement efn23. The B+ mesons do not oscillate and theit distribution is simply an
exponential decay with thB8™ lifetime. TheAt distribution of theBy,, sample has aos AmgAt
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Sample Ngig P(%) sin2(3

Bep sample  1399+39 93,5 0.755+£0.074

Lepton 2174+15 98.0 0.789+0.113
Kaon | 370420 93.2 0.778 £0.119
Kaon I 407+21  92.7 0.732+0.171
Inclusive 406 +21 924 0.45240.282
B°-Tag 688 +27 94.1 0.754+0.105
BO-Tag 712+28 93.3 0.73940.105

Jh —etem 623426 93.7  0.799 + 0.099
Jhb — ptp~ 681426 97.1 0.696 +0.104

Run 1 357+19 93.3 0.628 £0.149
Run 2a 190+14 944 0.866 + 0.206
Run 2b 445+£22  94.2 0.761 £0.135

Run 2c+d 40821 93.9 0.824 £0.127

Table 9.13: Results of the fits in subsets of e samples.

term but noCP-violating term. Therefore, no asymmetry is expected in these control samples and
fits to their At distributions should yield a value efn25 consistent with zero. The results of the
fits are summarized in Table 9.14 and Figure 9.12, and are consistent with no asymmetry. These

results indicate that the fit procedure does not create a fake asymmetry where there is none.
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Control sample Nsig P (%) sin23

Bt — D)0+ 19764 £ 160 84.2  0.021 £ 0.022
Bt — (cO) KT 6736 + 87 93.8  0.021 +0.037
Bt — JWY KT 5836 £ 81 93.8  0.047 + 0.046
Bt — ¢(29)KT 555 + 25 944  0.258 +0.121
Bt — xa K™ 345 + 20 93.2 —0.1944+0.144
Bpga., Sample 21453 £166 85.0 0.017 £+ 0.021

B® — DW=nt/ptT/af 196124154 88.9  0.022 4+ 0.021
B — JWK*(K*nx™) 1678443  95.8 —0.009 & 0.073

Table 9.14: Fit results in control samples of fully reconstrudidand B° mesons in flavor eigen-
states.
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Figure 9.10: Raw asymmeti§p in the four tagging categories. The solid line is obtained

Raw Asymmetry

Raw Asymmetry

0.5

-0.5

Kaonll

575
At (ps)

Raw Asymmetry

Raw Asymmetry

from the result of the likelihood fit té\t in Figure 9.9.

575
At (ps)



AR RN AR
Run 1 " 0.628:0.149
Run 2a - 0.866:0.206
Run 2b | 0.7610.135
Run 2¢c+d He| 0.824t0.127
Lepton e 0.78%0.113
Kaon | | 0.778:0.119
Kaon Il o 0.732:0.171
Inclusive ] 0.452:0.282
B tag B 0.754:0.105
B tag L 0.732:0.105
Jp-e'e He 0.799-0.099
N TENTHT o] 0.696:0.104
All modes 0.755%0.074

11 I 111 I 111 I I|_0—| I 1 I I

0O 02 04 06 08 1 12 14

sin23

Figure 9.11: Measurement geh23 in subsamples of data.



174

DOP ¢t ,{ 0.012:0.025

Iy K* ﬂ{ 0.047:0.046

P(2S) K . 0.258:0.121
X K* . -0.194:0.144

DO 1t /p*/al ,{ 0.0210.022

I K™ (K1) %{ -0.002:0.073

vl b b b | N N S
-04-03-02-01 0 01 0.2 03 04

sin23

Figure 9.12: Fit results in control samples of fully reconstrudiedmesons and in the

Ba., sample.



175

9.4 Evaluation of systematic uncertainty

Systematic uncertainties eim2 arise from systematic effects in the measurement of the time-
differenceAt, assumptions in the analysis technique, and the parameterization At titistribu-
tions for signal and background. These uncertainties are evaluated in data, where possible, or in
samples of simulated events.

The value ofAt is computed from the spatial distande between the decay vertices of the two
B mesons in the event, and by using the measured boost factor foi{#8. Hence, systematic
effects in the reconstruction of decay vertices and measurement of the boost result in systematic
uncertainties or\t. Sources of systematic effects &t include:

e knowledge of the:-scale of the detector,

e knowledge of th&"(45) boost factor3~,

¢ local alignment of the SVT that provides high precision reconstruction of decay vertices, and
e position of the beamspot used in the measurement:zof

The uncertainty orsin2 due to these sources is evaluated in data. For example, the value of
B is varied within its measured uncertainty and the variatiosin2 is taken as the systematic
uncertainty.

Two assumptions in the analysis technique can cause systematic effects in the measurement of
sin2(3:

e commonAt resolution function folBcp and By,, samples, and
¢ similar performance for the flavor-tagging algorithmMgap and Bg,, samples.

The impact of these assumptions is evaluated in simulated events, where the true valtesdf
the flavor tag are known and allow the comparison of the parameters aftthesolution functions
and the mistag fractions between the the two samples.

The parameterization of thist distributions for signal and background in the fit, was discussed
in Chapter 8. It was pointed out that assumptions in the empirical description of the background is
a source of systematic effects. These effects are estimated in data from the chagngg imhen
the assumptions are varied.

In the remainder of this Section, individual sources of systematic uncertaingyn@fi are
described, and their contribution is evaluated. For simplicity, the fit to data is referred to as the
nominal fit.
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The order in which the various sources are discussed does not correspond to the size of their
contribution. Given the relatively large number of effects considered, contributions of those sources
with similar nature are discussed together. All contributions are summarized in Section 9.4.19 where

the total systematic uncertainty is computed.

9.4.1 CommonAt resolution function

The assumption of a commakt resolution function for théB-p and Byg,, samples is tested in
simulated events. In these events, the resolution function parameiefiséacp andag., £ dagay,
respectively for théBcp and theBg,, samples, are measured from fits to the residtiat Ateas —

Atie (S€€ Section 7.6). The parametérnsgere described in Section 8.3.2 and consist of one width
scale factor and four bias scale factors for the core component, one bias scale factor for the tail,
the fraction of events in the tail, and the fraction of events in the outliers component. The other
parameters are fixed and their contributions to the systematic uncertainty are estimated as described
in the next section.

For the measured parametéys> +dacp, sin2( is measured in sixteen different configurations:
each parameteﬁép is varied separately byéagp and—éagp while keeping the other parameters

fixed. The mistag fractions are fixed to zero and the true flavor tag for each event is used.

The mean(sin23)cp and the RMS spreadkin25cp of measured values efn2( are reported
in Table 9.15. Similar fits are performed by using the paramétgrs+ dag., Of the Bg,, sample,

and their results are also reported in Table 9.15.

(sin23)  dsin2f

acp £ dacp 0.70872 0.00021
dfay  dag.y, 0.70697 0.00040

Table 9.15: Mean and RMS spread of measuieds with resolution function parametefgp +
dacp andag,, £ dag,, in Simulated events. ThB-p sample is generated witin23 =0.7033.

The difference between the mean$)i80175 + 0.00045. A systematic uncertainty of 0.002 is
assigned to the assumption of a commden resolution function for théBcp and theBg,, samples.
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9.4.2 SignalAt resolution function

Tail component

In the nominal fit the width scale facta#’ is fixed to3, as discussed in Section 8.3.2. The
systematic uncertainty due to this assumption is estimated as the biggest variafioRsinvhen
S¢ is instead fixed at 2 and 5. A systematic uncertainty of 0.002 is assigned.

Outlier Component

The mean offset and the width of the outlier component are fixed, respectivelys @@ 8ps
in the nominal fit (see Section 8.3.2). The systematic uncertainty due to this assumption is evaluated
by varying these parameters separately and repeating the fit. The width of the outlier Gaussian is
varied between gs and 12ps and its mean offset is varied b2 ps around the nominal value.
Table 9.16 shows the variations éim23 for the four different sets of parameters for the outlier
Gaussian.

The variations due to the mean offset and due to the width are assumed to be uncorrelated. The
largest variations are added in quadrature to evaluate a total contribution of 0.005 to the systematic

uncertainty.

width/bias (ps) Jsin2j3

8/0 -
4/0 —0.004
12/0 —0.002
8/-2 —0.001
8/+2 —0.003
Total 0.005

Table 9.16: Systematic uncertainty €in25 due to fixed width and mean offset of the outliers com-
ponent. The variations due to the width and due to the mean offset are assumed to be uncorrelated.
The total uncertainty is computed as the sum in quadrature of the two largest contributions.
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9.4.3 SignalAt resolution function model

In this analysis theé\t resolution function is parameterized with a sum of three Gaussians (Sec-
tion 7.6). The mean offsets of the core and tail components are allowed to vary in the fit. These
offsets account for the negative bias/n due to charm-decay daughters included in the decay ver-
tex of the taggingB meson (Section 7.4). The sensitivity @f25 to the resolution function model

is estimated by using an alternative model, ca{Bgixp for brevity, and defined as

GEXP((St; o,T, ftv fo) = G(:u = 07 U) ® ((1 - ft - f0)5(5t) + ft eét/T) + fO G(OpS, 8ps) (95)
= (1= fi—fo) G(p=0,0) + fi G(n=0,0) ® /7 + f,G(0ps,8ps)

wheredt = Atpeas — Atirue, aNAG(p, 0) is @ Gaussian with megnand widtho.

The first term corresponds to the core component with no mean offset and the third component
is the same as the outliers component. The bias from the charm decays is accounted for with the
one-sided exponential in the second term. One common effective lifetimesed but each tagging
category has a differenf; to allow for different biases. The fitted value ©H25 changes by 0.007
when theGExp model is used. This variation is taken as the systematic uncertainty.

9.4.4 At resolution function in events with wrong flavor tag

In this analysis, a commont resolution function is used for all signal events. In principle,
events which are assigned a correct flavor tag and those with a wrong flavor tag could have different
resolution functions. For example, if tracks from the taggihgneson B.;) are included in the
fully reconstructedB meson B,..), the measurec\t can be smaller than its true value.

The effect of possible differences between the two subsets of events is estimated with simulated
Bcp events. The method is similar to that used in in Section 9.4.1. The true flavor tag is used to
separate events with the correct tag (sarmpland those with the wrong tag (samig Parameters
a =+ da of the resolution function are measured from fits to the resiuat At cas — Attrue fOr
all events §.)), for sampleA (a 4), and for sample3 (ap).

The value okin2 is measured separately for sampleand with fits in which the resolution
function parameters are fixed &q;;, and the true flavor tag is used. The mistag fractions are fixed
to 0 in the fits to sampled (all events have the correct tag), and to 1 in the fits to saBpl&he
value ofsin2(,;; for the entire sample is computed as the weighted averagia2$ 4 andsin2(6p.

The fits are then repeated after changing each of the parametarstja; while keeping all other
parameters fixed (sixteen configurations). The mean and the RMS spread of the distribution of

sin2(,); are reported in Table 9.17.
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<Sil’125au> 5 SiHQﬁaH
Qan 0.69909 0.00031

aspandap 0.69926 0.00073

Table 9.17: Mean and RMS spread of measuiefs,;; with common resolution functions param-
etersa,; and separate parametérg andag.

A second set of fits are performed where each sample uses its own set of paraineterdits
to sampled anda g in fits to sample5. The value okin2,), is then computed for the full sample
as the weighted average of the two fitted values. The mean and the RMS spsagxbgf for these
fits are also reported in Table 9.17.

The observed variation isin2/3,;) is 0.0002 £ 0.0008, and a systematic uncertainty of 0.0008
is assigned.

9.4.5 Common dilutions and dilutions differences

The systematic uncertainty due to possible differences in diluitnsand dilution differences
AD between théBcp and theBg,, samples is estimated with simulated events.

Resolution function parametefgp for the Bcp samples are measured with fits to the distri-
bution of theAt¢ residuald; = Atpeas — Atirue. Dilutions (D) + §(D) and dilution differences
AD+IAD for the Bep and By, samples are measured by using the true flavor tag and by counting
the number of wrongly tagged events.

Two sets of fits are performed to th&-p sample, first usingD)cp and ADcp measured in
the Bcp sample, and then usin@)q,, and ADg,, measured in thég,, sample. In all fits, the
resolution function parameters fixeddep. In the first sixteen fits{D)cp are varied bytd(D)cp
and ADcp by £0ADcp, separately for each tagging category. The mean and the RMS spread of
sin23 measured in these fits are reported in Table 9.18. In the second set{@f)fits and ADg,,
are varied. The mean and RMS spreadia® from these fits are also reported in Table 9.18. A
systematic uncertainty of 0.012 is assigned to the difference in flavor tagging betweeg, ttrend

the Bcp sample.
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(sin2f3) 6sin2f

(D)cp, ADcp 0.7109  0.0006
(D)gay, ADgay  0.7232  0.0010

Table 9.18: Mean and RMS spread of measuied using(D)cp, ADcp and(D)gay, ADgay -

9.4.6 Signal probability

Each event in thé&3cp sample is assigned a signal probability, on the basis of the measured
value of mgg for the fully reconstructed3 meson in the event. The amplitude of the sine term
in the At distributions issin283 for the signal, but is fixed to zero for the background. Therefore,
variations inf;, can result in variations in the measured amplitude and therefore the fitted value of
sin2(. The evaluation of the systematic uncertainty due to the uncertainty on the measured value of
fsig consists of two steps.

First, sin23 is measured with fits in whiclfs;, is fixed to the sample purit§ for events with
mgs > 5.27 GeV/c?, and to zero for events withvgs < 5.270 GeV/c?. Purity’P & 6P is measured
from fits to thempg distributions for each tagging category as described in Section 5.4.

Then, the fits are repeated after varyifig. by 0P simultaneously for all tagging categories
but independently for th&cp and Bg,, samples.

Variations insin2g are listed in Table 9.19. The largest variation®®07 and0.001 are taken

as systematic uncertainties for the,p and theBjy,, samples, respectively.

Variation 0 sin2(3

A(up) &8 +0.007

Sig

A(down) f§F  —0.006

A(up) fiv —0.001

Sig

A(down) f&&  +0.001

Table 9.19: Systematic uncertainty ein2 due to statistical uncertainty on the signal probability

fsig-
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9.4.7 Beam energy, in the mgg fits

The beam energy, is fixed t05.291 GeV/c? in themgs fits performed to determine the signal
probability f;,. Variations inEj, can change the signal probability and therefore change the value
of sin24.

The value ofE;, is known with an uncertainty of 0.082¢V/c?. The systematic uncertainty
onsin23 is estimated by repeating thegg fits with E, varied by+0.002 GeV/c2. The largest
variation of 0.001 is assigned as the systematic uncertaingyn@g.

9.4.8 Fraction of peaking background

Fractionsf,x of peaking background for thBcp and theBg,, samples are measured in sim-
ulated events (Sections 5.5 and 5.6). Variationg jn and therefore the signal probability, can
change the value 6in2s, as explained in Section 9.4.6.

The systematic uncertainty due to the uncertainty qris evaluated by performing fits in which
this fraction is varied by its uncertainties. The valuesof23 does not change Wheffﬁv for the
Baay Sample is varied. For thBcp sample, a conservative approach is used. The fractions for all
decay modes are increased and decreased simultaneously in the fit, and result in a variation of 0.006

in sin23. This variation is taken as the systematic uncertaintyiog.

9.4.9 Background composition in theBcp sample

The empirical description of thét distribution for the background in thBcp sample was
discussed in Section 8.1.2. In the nominal fit, this description includes only a prompt and a non-
prompt components, and r@P-violating term. Similarly, the peaking background is assigned an
effective CP eigenvalue,, = 0, and therefore does not includ& violation.

A conservative approach is used to evaluate the presence of potential asymmetrieain the
distribution of the background. For the peaking background, the valyg.o$ varied between-1
and-+1, corresponding to maximalP violation in these events. For the combinatorial background,
the fit is repeated by including th@P-violating term in Equation (8.19): fractio %P = 0 and
effective CP amplitudesn;?Omb are left floating, while the effective lifetimg/T'S" is fixed to the
BO lifetime.

The largest variation iRin23 with respect to the nominal fit is 0.012, and is assigned as the

systematic uncertainty.
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9.4.10 Background effective lifetime in theBcp sample

The effective lifetimel /T$T of the non-promptBcp background in (8.18) is fixed to thB°
lifetime in the nominal fit. The variation oT/FQCP between 0.ps and 2ps changes the value of

sin2( by 0.002, which is taken as the systematic uncertainty.

9.4.11 BackgroundAt resolution function

The background\t resolution function in the fit was discussed in Section 8.3.4 and is modeled
with a sum of a core and an outliers component, by fixing the fraqf@}ﬁ of the tail to zero. The
systematic uncertainty aiin23 due to this assumption is estimated by floating the tail fracf@}ﬁ
and the mean offset of the background resolution function. The width scale factor is fixed to 3 (as
for signal). The variation inin23 with this configuration is 0.006, and is assigned as the systematic

uncertainty.

9.4.12 Background composition in theBg,, sample

In the nominal fit, theAt¢ distribution (8.34) for the combinatorial background in #Bg,, sam-
ple does not include any oscillatory term (Section 8.3.5), by fi)ﬁfﬁ to zero in Equation (8.34).

The fit is repeated Witlffgv free to vary, aanfgv fixed to zero instead. Thus, the background
is described by a prompt term and a purely oscillatory term. The valsi@2f from this fits differs

by 0.003 with respect to the nominal fit. This variation is assigned as the systematic uncertainty.

9.4.13 FixedB" lifetime and oscillation frequency Amy

In the nominal fit, theBP lifetime and the oscillation frequencm, are fixed to the world
average value$.542 4 0.016 ps and0.489 + 0.008 ps~! [33], respectively.

The dependency cfin23 on 730 and Amg is determined from fits where the fixed values
of these parameters are varied. Figure 9.13 shows the measupgtias a function ofAm, and
Tgo. The correlation coefficients (i.e. the slopes of the linear dependency) are listed in Table 9.20.
The systematic uncertainty is estimated by the product of the correlation coefficient and the known

uncertainty for each parameter.
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Figure 9.13: Correlation betweeim23 andrpo in @) and betweesin23 andAm, in b).

dsin23/67(B%) —0.24 ps!
Osyst(T(B?)) 0.004

dsin2[3/0Amy —0.40 ps
Osyst(Amyg) 0.003

Table 9.20: Variations ikin2/3 due to uncertainties oro and Amy.

9.4.14 Boost and:-scale uncertainty

In first approximation, the value @t and the measurefiz are related by\z = g~yAt. Hence,
variations invy or the z scale directly impact the value df¢, which can result in variations of the
fitted sin2(.

Thez scale is measured by reconstructing interactions of electrons and positrons from the beam
with the material of the beam pipe [126]. The measured relative uncertainty is 0.2% at the radius
of the beampipe. Since the distande is measured near the interaction region, and not at the
beampipe radius, an uncertainty of 0.6% is used for the evaluation of the systematic uncertainty.
The measuredin2 varies by 0.001, when the measurddandoa; are scaled by-0.6%.

The boost factofy is measured from the knowledge of the PEP-1l beam energies with a relative
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uncertainty of 0.1% [70]. Since this uncertainty is smaller than the uncertainty ongbale, a

conservative systematic uncertainty of 0.001 is assigned.

9.4.15 Beamspot position

The position of the beamspot is used as a constraint in the measurement of the distance
between the decay vertices of the tWamesons (Section 7.4). This position is computed for each
run of data taking fromeTe™ — eTe™ andu™pu~ events (Section 4.1). The strongest constraint
comes from the position of the beamspot which is known with a precision of abouyirh0

Two types of systematic effects are studied to evaluate the sensitivity2)f to the beamspot
position: they position of the beamspot is either shifted by a known amount, or convoluted with a
Gaussian of fixed width. The value @12 is measured after applying shifts of 2th and 40um,
and convolutions with Gaussians with a width ofi8@ and 6Qum. The largest variation irin23
is 0.010 and occurs when theposition is shifted by 4@m. This variation is assigned as the

systematic uncertainty.

9.4.16 SVT alignment

Reconstruction of decay vertices 6f mesons relies on the high precision reconstruction of
charged-particle trajectories. For particles originating from the interaction point, the measurement
of the trajectory parameters is dominated by the silicon vertex tracker. The measured parameters
are very sensitive to the relative positions of the silicon wafers and strips that are used to detect the
interactions of the charged particles. The knowledge of actual positions of the wafers and strips
with respect to their nominal positions is referred to as the 8¢a@l alignment

The local alignment of the SVT is measured withe~ — 1+~ events by studying the impact
parametergy andzy in thezy plane and along the axis (see Table 4.4) as a function of azimuthal
angle¢g [127]. The position of the wafers is expressed in terms of rotatrasd translation&
with respect to th@erfect alignment, where all wafers are at their nominal positions.

The effect of systematic uncertainties associated to the alignment procedure is estimated with
simulated events. The reconstruction of these events utilizes the correct position of the SVT wafers,
and corresponds to the perfect alignment scenario. Hence, fits to simblgteand By,, samples
provide the nominal value fein23 with perfect alignment. Possible misalignment scenarios in data
are expressed in terms of transformati¢ffs, ;), and are used to introducé&kaownmisalignment
in the reconstruction of simulated events. Variationsiit2s in fits to misalignedBcp and By,
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samples provides an estimate of the systematic uncertainty due to the SVT alignment.

Variation ¢ sin2( for three different misalignment scenarios [128] with respect to the perfect
alignment are summarized in Table 9.21. The uncertainty ©in25 takes into account the cor-
relation p between the perfect and the misaligned samples, computed wiirnthariable [129].

The average of the three contribution$)i804 + 0.006 and the systematic uncertainty is taken to be
0.010. Note that the uncertainties in Table 9.21 are highly correlated and can not be used to compute
a simple weighted average. The above value for the average variation has been computed by taking
into account the correlations.

Alignment set 0 sin2(3

Nov2001 —0.003 £ 0.005
OverlapRun2  —0.004 + 0.006
DiffBlend 0.004 £ 0.007

Table 9.21: Variations ikin23 for three SVT-misalignment scenarios.

9.4.17 Monte Carlo bias

The measured value efn2/3 in data is corrected to account for an observed bias of +0.014,
discussed in Section 8.4.3. In Section 8.4.4, it was shown that the correlation béfesamdo A,
accounts for +0.004 of this bias.

The difference of 0.010 between the total bias and the understood fraction is taken as the sys-

tematic uncertainty.

9.4.18 Doubly-CKM-suppressed decays

The flavor-tagging algorithm relies primarily on the correlation between the charge of the parti-
cles in the final state and the flavor of the parBnineson. The main sources of flavor-tag informa-
tion were discussed in Section 6.1. Itis usually assumed thddthe X * final states are produced
in decays ofB° while the conjugate modeB*)*+ X — are final states oB. The diagram for the
BY — D™~ X+ decay is shown in Figure 9.14a.
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However, theB? meson also contributes to this same final state as illustrated in Figure 9.14b,
but the amplitude for this contribution is suppressed by

_JABY = DX [V Veal
ABY = DX VgVl

A2~ 0.04 [33]. (9.6)

The decay ofB° is CKM-favored, while the decay dB? is referred to as doubly-CKM-suppressed
(DCS), since both CKM factors are suppressed by a faktor
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Figure 9.14: a) The CKM-favored decay’ — D*~ X+, and b) the doubly-CKM-

suppressed decdy’ — D*~ X,

The DCS decays affect the taggiigymeson in theBcp and theBg,, samples, and also the
fully reconstructed3 meson in theBg,, sample. Although the branching fractions for these decays
are suppressed by aba@{10~*), neglecting these decays can impact both the flavor tagging and
the At distributions.

In terms of flavor tagging, these decays, to first order, increase the mistag fractions when kaons
and pions are used to determine the flavor of Bheneson, because the charge correlation has the
opposite sign. Flavor tags using leptons are not affected because the semileptonicRiecays
X~ {Tv, do not have a DCS-related decay.
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The At distributions for the events in thBcp and theByg,, samples are modified due to the
interference between amplitudgsand A in (9.6). The complete derivation of these distributions
can be found in Reference [130]. The distributions (8.3) and (8.4) foBihe sample, including
the DCS decays can be written as

megzgo(At) x e TIAt {(1+R?) — 2R cos(28) cos(28 + 7' + &)

—cos AmAt [2R sin(26) sin(28 + 7' + &)

+sin AmAt [(1 — R?) sin(28)] } (9.7)
[Brag=B0(At) o e~ T1At {(1+R?) — 2R cos(28) cos(28 + 4" — &)

—cos AmAt [2R sin(23) sin(28 + ' — §')]

—sin AmAt [(1 — R?) sin(26)] } (9.8)

wherel/T" = 750 and

A(Biag = B = D¥=x+) = A
A(Buag =B* > DW"XT) = ARe ™ &
A(Bag = B* - DWTX™) = AR &
A(Biag = B° = DWtXx") = A.

Here,y' andd’ are, respectively, the weak and the strong phase difference between the DCS and the
CKM-favored diagrams, and vary for different final stafes)* X ¥. The effect of the DCS decays
is twofold: the amplitude of the sine term is reduced by a fattor R?), and there is an additional
cosine terms. As mentioned earlier, the reduced amplitude of the sine term is taken into account by
the dilution factors. On the contrary, the new cosine term is out of phase with respect to the sine
term byr /2 and modifies the oscillation amplitude. The effect of the cosine term is not accounted
for by the dilution factors.

The variation irsin2/3, to good approximation, is given by [131, 132]

dsin23 = —Rsin (7 — 1.0) cos &', (9.9)

with 4/ expressed in radians. Studies with toy Monte Carlo events have been performed for several
values ofy’ andd’ [133], and the systematic uncertainty €in2.3 is estimated to be 0.008.

9.4.19 Summary of systematic uncertainties

The dominant contributions to the systematic uncertainty are from differences in the mistag
fractions for theBcp and theByg,, samples (0.012), and the composition of the background in
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the Bcp sample (0.010). The latter, and all other contributions evaluated in data, are expected to
decrease with enlarged data samples.

The second largest contribution is from the uncertainty on the bisia2% observed in simu-
lated events (0.010). Validation studies in the limit of infinite statistics and perfect detector do not
show any bias. Hence, the origin of the bias is expected to be in detector effects suchas the
resolution function, or other correlations similar to that betwegpand the mistag fractions.

The total systematic uncertaindyys is computed to be 0.030, by adding in quadrature all con-
tributions in Table 9.22, which are assumed to be uncorrelated. This uncertainty is more than a

factor of two smaller than the statistical uncertaiaty,; = 0.074.
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Source Contribution
Signal parameters
CommonAt¢ resolution function [9.4.2] +0.002
Parameters of the Outliers component [9.4.2] +0.005
Tail scale factor [9.4.2] +0.002
At signal resolution model [9.4.3] +0.006
Wrong tag resolution function [9.4.4] +0.001
Signal dilutions [9.4.5] +0.012
Background parameters
Signal probability:Bcp sample [9.4.6] +0.007
Signal probability:Bg,, sample [9.4.6] +0.001
mgs endpoint [9.4.7] +0.001
Bcp fraction of peaking background [9.4.8] +0.006
Bcp background”P content (combinatorial) [9.4.9] +0.012
Bcp background”P content (peaking) [9.4.9] +0.005
Bcp background lifetime [9.4.10] +0.002
BackgroundAt resolution function [9.4.11] +0.006
By background model [9.4.12] +0.003
By, fraction of peaking background [9.4.8] 0
external parameters
B lifetime [9.4.13] +0.004
Amg [9.4.13] +0.003
detector effects

z scale + boost [9.4.14] +0.001
Beam spot [9.4.15] +0.010
SVT alignment [9.4.16] +0.010
Monte Carlo correction [9.4.17] —0.014 £0.010
Doubly-CKM-suppressed decays [9.4.18] +0.008
Total systematic error +0.030
Statistical error +0.074

Table 9.22: Summary of contributions to the systematic uncertaingin@g@. The number in square
brackets on each line is the subsection where the evaluation of the contribution is discussed.
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9.5 Measurement okin23in Jip K and Jip K* (K9 7°)

decay modes

In addition to the decay mode&y K9, (25) K9, x.1 K9, andn. K, the BABAR collabora-
tion has also measuraih2(3 in the decay modeg/,y K? and.J/ K*° (K2 7Y). These results are

briefly described in this section.

951 B — J K"

The J/ K final state has oppositéP eigenvaluencp = +1 compared tojcp = —1 modes
used in this analysis. Although theoretically clean, this mode suffers from significantly higher
backgrounds due to podt? reconstruction irBABAR.

The J/y KV selection is described in Reference [134]. Due to their long IifetimeK%f =
(5.17 £ 0.04) x 10~8s (compared torg = (893.5 & 0.8) x 10~13 for the K2), K? mesons
are identified from their hadronic interactions in the electromagnetic calorimeter and in the muon
chambers, but their energy;o is not completely measured. T’ momentuny ko is computed
from the measured directiot}(g and by using the relation

mp = (B3 + /Mo +Pio)® = B+ Picg dicy)? (9.10)

The energy differencé\E (see Section 5.4) is computed from(g and the reconstructed/i) .
Figure 9.15 shows thA E distribution in data. The signal region is defined |ByE| < 10 MeV
and contains 988 events with puriB/ = 55%. The nond/i) background is due to random combi-
nations of particles. The properties of this background are studied from the sidebands/af the
mass distribution in data. ThB — J/i) X background is from events with a redly) and a
fake or incompletek? candidate. Simulated events are used to study the composition of this back-
ground. The likelihood fit to the\t distributions of theJ/» K? sample requires dedicated proba-
bility density functions to model the contribution of individual backgrounds, which are described in
Reference [134].

In the selected sample dfyy K9 eventssin2/3 is measured to be

sin23 = 0.723 + 0.158 (stat) & 0.086 (syst) . (9.11)

The dominant contribution to the systematic uncertainty is from the composition of the background
(0.081). The remaining contributions are estimated with the same procedure described in Sec-
tion 9.4.
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Figure 9.15: Distribution ofAE for B — J/ip KY candidates in data. There are 988 events
with |[AE| < 10 MeV and purityP = 55%.

9.5.2 B — Jhy K*(K'10)

The measurement efn24 in the J/x» K*° decay mode is complicated by the presence of both
CP-odd andCP-even eigenstates in the final state. ThBeneson is a spin-0 particle, whil&)
and K*° mesons haves = 1. The conservation of total angular momentum= L + S implies
that orbital angular momentui in the final state can be 0, 1, or 2. The states Mith- 0, 2 have
ncp = +1 while those withL = 1 havencp = —1. The fractionR of the L=1 component is
measured to bél6.0 + 3.5)% [135].

The value ofsin23 can be measured by separating the tlt&e components with an angular
analysis of the particles in the final state [136, 137]. When the angular information in the decay
is ignored, the measurgdP asymmetry is given byl — 2R ) sin23, which corresponds to an
effective CP eigenvaluej.q = 0.65 + 0.07 for all Jip K*O candidates.

Figure 9.16 shows theus distribution of J/4» K*° events in data. There are 147 events in the
signal region fugs > 5.27 GeV/c?) with purity P = 81%. The lower purity of this sample with
respect to theyjop = —1 modes is mainly due to the combinatorial background in the selection of
7Y candidates in the final state. From a fit to thedistributions of the selected events, and by using

the effectiveCP eigenvalue)., sin2 is measured to be
sin23 = 0.224 4+ 0.516 (stat) £ 0.068 (syst) . (9.12)

The dominant sources of systematic uncertainty are the uncertainty on the fraction of peaking back-
ground (0.031), and the uncertainty gg; (0.030) [133]. The other contributions are estimated

according to the procedure described in Section 9.4.
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Figure 9.16: Distribution ofngg for selected//y K*° (K? 7°) candidates afteb-flavor

tagging and vertex quality requirements.

9.6 sin23 with all CP eigenstates

A simultaneous fit to all reconstructedP eigenstates is performed to combine the measure-
ments from individualCP decay modes. The results of all fits are summarized in Table 9.23 and
compared in Figure 9.17. The valuegt, defined in Equation 9.4, for these three measurements is
1.0 with 2 degrees of freedom.

The systematic uncertainty for the combined result is evaluated according to the procedure
discussed in Section 9.4 for the full data sample, with the addition of contributions specifi¢ to
K? andJ/h K*° modes.

Sample Nsg P sin2(3

Jhp KO, 1p(25) KO, xe1 K% ne KO 1506 94 0.755 4 0.074 + 0.030

Jhp K° 988 55 0.723 +0.158 + 0.086
Jhb K0 (K9 70) 147 81 0.224 4 0.516 + 0.068
Al 2641 78 0.741 4 0.067 + 0.034

Table 9.23: Number of events in the signal regiSip,, purity P, and the value ofin2 for the
individual samples of’P eigenstates, and the full sample. The first uncertainty is statistical, the
second one is systematic.
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Figure 9.17: Measuredn2 with samples o’P eigenstates and with the full sample. The

value ofy? for the agreement between the measurements is 1.0 with 2 degrees of freedom.

The combined result is dominated by the measurement with the clean decay #od&s),
¥(28) K9, xo1 K2, andn. K2, and more precisely by/yy K9 (see Table 9.11).

The J/y KY mode has a large statistical uncertainty due to the high amount of backgrounds.
The understanding of the composition of these backgrounds represents the largest contribution to
the systematic uncertainty for this decay mode.

The uncertainty in the//sy K*¥ mode is expected to decrease by performing a full angular
analysis. However, the statistical power of this sample is significantly smaller compared to the

modes withhpep = —1.



Chapter 10

Conclusions and outlook

About 88 millionY(4S) — BB decays were collected between 1999 and 2002 witiBARAR
detector at the PEP-Il asymmetric-energye collider. In a sample of 1506 events, oBemeson
is fully reconstructed irCP eigenstated//iy K9, 1(25) K2, xa K2, andn. K2, and the othe3
meson is determined to be2? or B° from its decay products. From a fit to the distributions of the

decay-time differencét¢ in these events, the amplitude of th& asymmetry is measured to be
sin2(3 = 0.755 4+ 0.074 (stat) £ 0.030 (syst) . (10.1)

In addition, 988 events in thé/y KV, and 147 events in thé/yy K*O (K2 7°) decay modes have
also been reconstructed in the same data sample 3ABAR collaboration. A simultaneous fit to

the At distributions of all selected decay modes yields
sin23 = 0.741 + 0.067 (stat) & 0.034 (syst) . (10.2)

This result has appeared in the Physical Review Letters [138].

This measurement represents the first experimental observati6if ofiolation outside the
kaon system [9]. Contrary t6/P violation in kaons, which was of ord&?(10~3), the observed
asymmetry inB mesons is of the order of unity. This is in agreement with the Standard Model
predictions and represents a successful test of the Kobayashi-Maskawa mechatii3riasétion.

The significance of this result and the comparison with the existing measurements are discussed
in Section 10.1. The measurementsiaf25 provides important constraints on the position of the
apex of the Unitarity Triangle in thp, 77) plane (see Section 2.2). The agreement of this measure-
ment with the Standard Model predictions and its impact on the Unitarity Triangle are discussed in
Section 10.2. The PEP-II collider is expected to increase its luminosity in the near future. Prospects

194
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for repeating this analysis with an enlarged data sample are summarized in Section 10.3. Consis-
tency between independent measuremenim@f; with different decay modes provides yet another

important test of the Standard Model. This is briefly discussed in Section 10.4.

10.1 Significance of the result

The result presented here represents the most precise measuremiegiicdivailable today.
Measurements ofin23 were previously reported by OPAL [139], ALEPH [140], CDF [141] and
more recently BELLE [142] collaborations. The BELLE detector, similaBABAR in design, is
located in Japan, and collects data produced by the KEK asymmetric collider operatingét$he
energy. Figure 10.1 shows the comparison between all measurements and the current average value.
The remarkable improvement in the precision in the last few years has been made possible by the
ete™ colliders PEP-Il and KEK operating at th&4S) energy.

10.2 Constraint on the Unitarity Triangle

In Section 2.3 it was shown thain2. is related to the Wolfenstein parameters), and\ by

| 21(1 - )
2 =
e
where
_ N
p=p(1-5) 7=n(1-2%).

2

Since the value oh is known with high precision [33], measurementsii25 provides a direct
constraint on the positiofp, 77) of the apex of the Unitarity Triangle (see Figure 2.2), although
there is a fourfold ambiguity on the value of angle

Figure 10.2 [143] shows the allowed region for the apex of the Unitarity Triangle ifpthg

plane from measurements of
e (CP-violating parametee in the kaon system,
o BY BY oscillation frequencyAmy,
e ratio of the CKM parameterd/,,;/ V.|,

and limits on
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Opal (1998) Hi 3.207%+0.5
CDF (1999) }7,_| @74

i+0.82
Aleph (2000) . 0.843%2+0.16

Belle (2002) H 0.719:0.074:0.035
BaBar (2002) H 0.7410.0670.034
World Average H 0.734£0.055

0 02040608 1 12141618
sin2B3

Figure 10.1: Current measurementsioR2 5 and the new world average value.

e B, B, oscillation frequency\m.

The four values off corresponding to the measured valugiag are also shown, and one of them
overlaps with the existing indirect constraints.

The agreement between with the Standard Model prediction and the measiyédmplies
that the complex phask of the CKM matrix is, most likely, the dominant source@P viola-
tion in flavor-changing processes in weak interactions [146]. It excludes the proposed superweak
model [144, 145] as a mechanism responsibleddrviolation in B mesons. The expected mag-
nitude of CP violation in this model is much smaller than the Standard Model prediction, and not
consistent with the measured valuesof23.

This measurement sharply constraints the position of the apex of the Unitarity Triangle in the
(p,7) plane. Figure 10.3 shows the allowed region for the apex when the direct constraint from the
value ofsin23 is combined with the indirect constraints from the other measurements.
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Figure 10.2: Comparison between the indirect constraints on the apex of the Unitarity Tri-
angle from measurementsAing, ex, |V / V|, @and limits onAmg, and the region allowed

by this measurement ein25. The cross-hatched (single-hatched) area correspongisito

(+20) uncertainty on the value efn24.

The allowed region for the apex correspondgite: 24° 4+ 4° and is consistent with a value of
59° 4 13° [33] for the angley of the Unitarity Triangle. In the Wolfenstein parameterization, the
magnitude ofy is equal to the size afky;. The large values of anglésand~y exclude models with

approximateCP violation, where the size @ is expected to be small.



198

1
‘: O ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
-1

ol

Figure 10.3: Constraints on the the apex of the Unitarity Triangle from measurement of
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10.3 Prospects for enlarged data sample

Current luminosity models for the PEP-II collider predict an accumulated data sample of about
500 fo~! by the year 2005, five times larger than the sample used for this measurement. As the data
sample increases, it is expected that improvements to the analysis technique will be necessary. For
example, improvements in the flavor-tagging povieincrease the statistical power of the sample
(see Section 8.5). In addition, detector upgrades can increase the overall reconstruction efficiency, or
allow a more precise measurementf, which directly affects the precision of the measurement.
New decay modes can be added, although the measurement is, already, mainly dominated by the
cleanJ/p K2 mode.

A realistic estimate of the prospects of this measurement requires a detailed study of the above
elements. However, under the assumptions that

e the analysis technique is unchanged,
¢ the event selection efficiency does not improve, and
e no other decay modes are added,

a statistical uncertainty ok 0.030 is expected, which is comparable to the current systematic
uncertainty.

In this analysis, a very conservative approach has been used in the evaluation of the systematic
effects, partly due to the larger statistical uncertainty. Moreover, many of the contributions described
in Section 9.4 depend on the size of the data and simulated samples, and will decrease in the future.
The following considerations can be made for the largest contributions at this time.

e Common mistag fractions: This contribution is evaluated with simulated events and will
benefit from increased statistics. In addition, an impro¥dtavor—tagging algorithm and
understanding of sources of wrong-tag information will help reducing this contribution.

e Monte Carlo correction: The study of the correlations between mistag fractions @axd
explains about 1/4 of the observed bias. More detailed studies with simulated events are
required to identify possible other sources of similar correlations, and reduce the current
systematic uncertainty.

e Composition of combinatorial CP background: Due to the high purity of the sample, the

properties of the background can not be measured with the small number of background
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events in data. Very conservative assumptions are made to evaluate their systematic contri-
bution. Hence, the evaluation of this contribution will certainly benefit from an enlarged data

sample.

Contamination of CP modes (peaking background): Currently the effect of the mis-
reconstructed decay modedi#® eigenstates is evaluated by allowing for maxifi&l asym-
metry. A better understanding of thig decays to charmonium final states with an enlarged
data sample will reduce this contribution. Similarly, the evaluation of the fraction of these
events will benefit from a more detailed Monte Carlo simulatiorlBadecays, and from the

increase in the size of simulated events.

SVT alignment: The current understanding of the alignment is considered very reliable. It

is reasonable to assume that due to external factors, such as access to the detector, the SVT
must be realigned a number of times during the same data-taking period. Given the stability
of this estimate in the last year of data taking, the current 0.010 can be regarded as a realistic

estimate for the coming years.

On the basis of these considerations, it is not unrealistic to assume that this measurement could still

be statistically dominated by the year 2005.

10.4 Independent measurements 6in23

The leading contribution to amplitudes f8r— ¢° K'Y andn’ K decays is the penguin diagram
illustrated in Figure 10.4 (see Table 2.3). The absence of a second contribution at th® @raiet)

allows another theoretically clean measuremenfigfs (Section 2.5.2). However, the absence of

e Mg

u,ct o,

(2]
L

By

(a)
Figure 10.4: Penguin diagram for tiie— ¢°K?, ' K? decays.

the tree diagram, results in smaller branching fractions for these decay modes, compared to the
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B — Jip K9 decay.

Since the leading penguin diagram is suppressed in the Standard Model, these modes provide an
important tool to probe the existence of additional sourcaspviolation. Potential contributions
from physics beyond the Standard Model could be comparable to the the penguin contribution, and
result in discrepancies between the valueiaRg in these modes and the measurement presented
in this dissertation.

A preliminary measurement has been performed byBABAR collaboration [57] and shows a
discrepancy at the level of 217 but the statistical uncertainties are still large. Should the discrep-
ancy persist, this could be a hint of New Physics.

Another independent measurementsf23 can be performed with th&, — ¢K decays.

The B; mesons can not be produced at PEP-II and will be the subject of studies at CDF and DO
experiments at the Tevatron collider, located at Fermilab.



Appendix A

B-reconstruction software:
BRecoUser , CharmUser , and

DstarlnuUser

The fully reconstructed? mesons in hadronic, semileptonic, afif# final states constitute the
primary ingredients of many of the analyseBABAR.

The hadronic decay modes, discussed in Section 5.6, have been used for precise measurement
of the BY-B? oscillation frequencyAm, and theB? lifetime, and argequired for all the time-
dependenCP-violation studies. In fact, it was pointed out that the large sample of reconstrBcted
mesons in these decay modes are used to measufe thesolution function and the performance
of the flavor-tagging algorithm in data. The large sample of fully reconstruBtednesons is used
for the lifetime measurement, as well as a control sample fo€feviolation studies.

Figure A.1 shows the distribution of the energy-constrained mags for the fully recon-

structed BY and BT mesons in hadronic final states, described in Section 5.6. There are about

The decays t6'P eigenstates with a Charmonium meson were discussed in Section 5.5 and have
been used for measurements of branching fractions, as well as the measureshelit pfesented
in this dissertation. The fully reconstructéi™ candidates are used as a control sample and for the
branching fraction measurement.

The distribution ofmgg for the B — Jih K9, (25) K9, xa1 K2 andn. K9 candidates is

202
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Figure A.1: Distribution of energy-constrained masss for fully reconstructedB® —

DW=z*/p* /at candidates in a), and fd¢+ — D®)7r+ decay modes in b).

shown in Figure A.2a. A total of about 30 candidates are reconstructed in these modes ineach b
of data. Figure A.2b shows the distribution nfi;5 for the fully reconstructed3™ candidates in
the J/iy KT, 4(2S) K*, xaa KT, andJi)y K** decay modes, which have a yield of about 120

candidates pefb~—! of data.
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Figure A.2: Distribution of energy-constrained masgg for fully reconstructed3® —
Jhp K9, 1(25) K9, xa K2, andn, K2 candidates in a), and for thg™ — J/i KT, 4(25)
K*, xa K*,andJ/) K** decay modes in b).

The semileptonic decayB — D*~{Tv, provide a sample of almost fully reconstructéd
mesons, since the neutrino is not reconstructed, and have been used to measure the oscillation
frequency and thes® lifetime. Currently about 82 — D*~/*v, candidates are reconstructed

for each fb! of data. Figure A.3 shows the distribution of the mass differen¢®*+) — m(D°)
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for reconstructed sample in aba&# fo~! of data. The distributions are shown separately for the

B — D*"ety, and theB — D**;ﬁyu modes, because the particle-identification performance,
and hence the sample purity are different.

> >
2 5000— 2 500
{elec;0S;OnRes} 6000 {muon;0S;OnRes}
I a) Signal + BG I b) Signal + BG
o [] Uncorrelated D*I BG o [J Uncorrelated D*I BG
=~ | [ Continuum D*l BG =~ [ Continuum D*l BG
4 6000 Bl Real D*Fake | BG 2 Bl Real D*Fake | BG
§ [0 Fake D*BG § 4000— [0 Fake D*BG
L L
4000—
2000—
2000—
0 0
140 145 150 155 160 165 140 145 150 155 160 165
D*-D° Mass Difference (MeV) D*-D° Mass Difference (MeV)

Figure A.3: Distribution of the mass differeneg(D**) — m(D") for the reconstructed

B — D*e*v, candidates in a), and for thfé — D*~ ;i v, candidates in b).

The selection criteria for all the above modes were mainly studied in the period between 1999
and 2001. Given the need and the interest in reconstruétetksons, a number of analysis appli-

cations are developed to provide standard lists of seleBtedndidates within th&ABAR analysis
frameworkBeta . The basic requirements for these applications are:

1. implementation of well-established selection criteria in order to provide all customers with
the same sample of reconstructBdnesons;

2. addition of new decay modes must be easy;

3. acommon ntuple structure; and

4. skimming capabilities to create collections of events with a fully reconstrugteckson.
Three distinct applications are available for reconstruction of different typé&sdefcays:

1. BRecoUser : for the hadronicB decays. Initially, only the decayB® — D™ ~=x+ /pT /a]
and B+ — D™°x+ were reconstructed for the time-dependent analyses. Curi@Rey

coUser is used for a number of analyses, including:

e branching fractions an@/P violation measurements iR — D** D)~ decays;

e measurement of the branching fractions of the color-suppressed decays
B® — D0 pjes /'
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e measurement of the branching fractionsB% — D*) D®) K decays;
e measurement of the branching fractionsf — Dg*)w/K decays;
e measurement ofin 23 4 v with BY — D*~7* decays; and

e search for the modeB — D®KY/K** and B — DK, which could be used to
measure the CKM angte.

2. CharmUser : for the CP eigenstates with a Charmonium meson, suctiBés— Jp Kg,
P(28) K9, xe1 K2, Jhy K*9, andJj K.

3. DstarlnuUser : for the semileptonid3® — D*~ ¢+, decays.

The structure and the organization of all three applications are similar and are described in this
appendix. Since th@ABAR software evolves quite rapidly, the reader is referred to the online
documentation in References [147-149] for the technical details that are kept up to date with the
latestBABAR software releases.

The BABAR analysis applicatioBeta provides a common framework to access the event stores
for data and Monte Carlo, and to utilize the reconstructed charged tracks and neutral particles.
It also provides the interface to analysis tools such as particle-identification selectors [150] and
vertex-reconstruction algorithms [151]. The c@eta code is organized in several packages, with
BetaUser package representing the user front-end as described in Reference [152]. Users can
implement their analysis within this package. The analysis code is organizeddnleshat must
be appended to the executable of the pack&gdaApp . The configuration of the modules is
performed by using th€ CL command line language.

In this picture,BRecoUser , CharmUser , andDstarlnuUser  can be regarded adones
of BetaUser , specialized inB reconstruction. In the followingBRecoUser is used to illustrate
the structure of these packages.

Figure A.4 illustrates the role of these packages in the offline software. The Online Prompt
Reconstruction (OPR) processes the data collected with the data acquisition system (Section 4.4)
and provides the collections in the Objectivity [84] database. These collections are also available as
root-baseKind ANd GentleAnalysis (kanga) files [153].

Three types of output are currently used for these packages:

e ntuples or rootuples this is probably the most common use of any analysis program. After a
preliminary selection of events of interest, the output is saved in hbook-based ntuples, or root-
based rootuples, for further analysis. This type of output is for example used when starting a
new analysis where new selection criteria must be studied with very loose selection.
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Online
Prompt
Reconstruction

Event Store

Collections in Objectivity
Kangafiles

BRecoUser
CharmUser
DstarlnuUser

7’ ! Ay
! A
Reduced collections : ntuples/rootuples
Reduced kanga files - A . common structure
Additional analysis
modules

Figure A.4: The three packag&RecoUser , CharmUser , andDstarlnuUser  im-

plement theB reconstruction for hadronic, semileptonic, ari#t final states.

A common structure and naming convention is used for all three packages as described in
Reference [154] and discussed in the following.

e reduced collections:given the very large size of the data sample collected withBRRAR
detector, it is preferable to create new collections containing only events of interest. These
reducedcollections present multiple advantages over the ntuples. While ntuples are static set
of variables, the collections can be analyzed multiple times, taking advantageBABAR
analysis tools. The size of these collections are at least 2 orders of magnitude smaller than
the original collections produced by OPR, and therefore result in highly reduced use of CPU

power for the analysis.

These collections are particularly suitable for analyses with well established selection criteria,
such as the selection of final states used insthe3 analysis. Since these criteria do not
change often, if at all, the production of the collections can be ultimately integrated in OPR.

e ASCII files for time-dependent fits: the input to the fitting program used in the measure-
ment ofsin25 are ASCI! files, containing thAt information of selected events, as described
in the next chapter.
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e serialized analysis modulesadditional analysis modules can be appended to perform fur-
ther analysis in events with a fully reconstructBdneson. An examples of such an analysis
are the flavor-tagging studies. However, given the CPU constraints, it is better to perform this
kind of analysis off the reduced collections, with significantly smaller number of events.

A.1 Structure of BRecoUser

The structure oBRecoUser is shown schematically in Figure A.5:

1 General database access ’

Y

Tag database access

Filter on tag information

Y
Micro database access \

‘ Charged track selectors ‘ Neutral particle selectors ’

\‘ Particle identification ’/

\

[ Composite particle selectors ]

list of B candidates

Output streams ’

Y

Figure A.5: Structure oBRecoUser . Each block corresponds to a set of sequences with

specific tasks.
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first, the connection with the event store is established. This allows to access the conditions

database that contains the detector geometry constants, and the data taking conditions.

next, the content of the tag database is loaded and can be used to quickly filter the events.
The tag database contains a number of float and boolean variables, mostly event variables,

that can be used to discriminate different types of events.

In particular, the tag database containstgbitsfor the various decay channels, set by OPR,
and stored in the event store. These are boolean variables set to true in events which satisfy

very loose selection requirements.

for the events passing the tag filter, the content of the micro database is loaded into memory
and made available for analysis. The micro database contains the kinematic properties of the
reconstructed charged and neutral particles at the interaction point and some of the detector
variables, such as the number of hits in the tracking system and the deposited energy in the
drift chamber or in the electromagnetic calorimeter. Using these information, the charged
tracks and the neutral energy deposits are organized in hierarchical lists, as described in
Sections 4.5.1 and 4.6.1.

the particle identification algorithms are used to identify electrons, muons, kaons, and protons
among the reconstructed particles. For each species, several criteria, from very loose to very

tight, are applied, which were described in Section 4.7.

. the reconstruction B mesons requires the selection of a number of intermediate states, in-

cluding charmed mesons, charmonium states, and other resonances described in Section 5.3.
The selectors used to reconstruct the large number of intermediate states are described in the

next section.

. alist of B candidates is created as a result of all composite particle selectors. This list is

passed to the output streams to fill ntuples, create reduced collections, or produce ASCII files

for fitting.
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A.2 CompositionTools and the reconstruction of com-
posite particles
The selection of all composite particles although differing in the specific species and the daugh-

ters in the final state, are characterized by a number of common features, shown schematically in
Figure A.6:

Composite Selector
Lists of daughters: 1.5
Mass hypotheses of the daughters

Output list

Selection criteria

Ks selector B> D'm

2 lists of charged tracks D* list

pion hypothesis charged tracks with pion hypothesis
Kslist BO list

invariant mass, flight length Mes, AE

quality of decay vertex quality of decay vertex

Figure A.6: The selectors of composite particles are characterized by up to 5 lists of daugh-

ters and their mass hypothesis, an output lists, and a set of selection criteria.

e lists of daughters in the final states;

e mass hypothesis for the daughter particles;

e output list containing the selected composite candidates; and

e selection criteria that vary for different types of composite particles.

The CompositionTools package provides general tools to perform the selection of any com-

posite particle with a maximum of five daughters. In addition, it also provides selectors specialized
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in the reconstruction aB?, 7%, andD*~ candidates. A complete description@dmposition-
Tools is given in Reference [155].

Furthermore, often it is necessary to apply slightly different selection criteria for the same com-
posite particle. For example, in Section 5.3.2 it was explained thdt the: 7+~ candidates used
to reconstructCP and flavor eigenstates satisfy different requirements. This is easily achieved in the
design ofCompositionTools , by implementing each level of selection as a separate selector,
as illustrated in Figure A.7.

The parameters of all selectors can be configured easily at runtime through the TCL language

that provides the interface between the user and the analysis code.

Selector

VerylLoose \I\ VeryTight

Loose Tight

Figure A.7: The different selection criteria are implemented as independent copies of the

same selector.

Figure A.8 shows schematically how the selectors are organized. Each block corresponds to all
the selectors used to reconstruct each type of composite particles with different levels of require-

ments, and in all the final states described in Section 5.3.

A.3 Output streams

The output streams available BRecoUser are illustrated in Figure A.9:
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Figure A.8: The output of the sequences composed of the selectors are combined to recon-

struct theB meson candidates.

¢ in the simplest scenario, the information about the reconstruBtedndidates are stored in

ntuples, using a common format that is described in the next section;

o for thesin2( analysis, eacl3 candidate is passed to the flavor-tagging algorithm (see Chap-
ter 6), in order to determine its flavor content. The tagging information is then stored along

with the information about the fully reconstructé&imeson in the ntuples;

¢ in alternative to the ntuple, the information can be written into an ASCII file that is used by
the CP-fitting programs. The format of the ASCII files and the variables stored in them are

discussed in Appendix B.

e when processing the data for the first time, it is convenient to create reduced collections of
events with at least one fully reconstructBdneson. Once such collections are available, one

can quickly iterate over the selected events and save the output in one of the above formats.
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B candidates

|

[ BRecoNtupleM aker J FI avor Tagging Algorlthm

[Tagg| ng Ntuple Maker [ BdbEventOutput J

A fil Reduced
saifiies collections

Figure A.9: The output streams availableBRecoUser .

A.4  Structure of the common ntuples

Kinematic and vertex fitting, as well as particle identification algorithms are applied within the
Beta framework. None of these tools are available at ntuple level. Therefore it is important to store
sufficient information from all the analysis tools in the ntuples.

Given the large number of decay channels reconstructed, it is helpful to define a common nam-
ing convention and a set of variables that are commonly used for charged tracks, neutral particles,
and composite particles. These variables are extensively documented in Reference [154].

Due to the large data sample and the variety of the reconstructed final states, two requirements
must be satisfied:

1. the genealogy of the particles, that is the relation between the reconstructed charged and
neutral particles, and the selected composite particles must be stored in the ntuples; and

2. the storage must be efficient but with no redundancy in order to reduce the total size of the

ntuples.

In order to meet the above conditions, column-wise ntuples are used, with one block of infor-
mation for each type of particle. For example, there TBRK block for the charged tracks, 20
block for selectedD' candidates, and BCH block for the BT candidates. The relation between
the particles is stored through integer indices and Lund codes for each daughter of the composite
candidates. This is shown in Figure A.10 for the — D%zt candidates wittD® — K+7~. The
DY block has pointers only to the block of the tracks. T8 block on the other hand has pointers
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DO TRK

mass > 1
momentum > 2
vertex coordinates

~ 3
d1index o o (
d1lund A 4
d2Index L { | § ) >
d2Lund \,\ " i, 6
d3Index \ \\\\\\ /l/,/ . 7
d3Lund \\ \\ ! :I A 8

\ N // f /

BCH |1 2 3|4

Figure A.10: Structure of the common ntuples. Each block of the column-wise ntuples
corresponds to one type of particles. The genealogy of the particles is stored through
integer pointers from the composite block to its daughters block. The Lund code, stored in

the ntuple as well, removes any ambiguity.

to DY and to the track blocks.

This approach allows to save each reconstructed particle only once. The pointers are the key
to account for the overlaps between several composite candidates. In addition, only those particles
used to reconstruct 8 candidate are saved in the ntuple. This is done by saving first alBthe
candidates, then thB*~ candidates, followed by° all the way down to the charged tracks.

The combination of the integer indices and the Lund codes allows the users to quickly navigate
the ntuples without any ambiguity. Moreover, this structure can be used for any arbitrary decay

mode of theB mesons.



Appendix B

tFit . afitting package for

time-dependent studies

A dedicated fitting packagéf-it , which uses Minuit [156] for minimization, is developed to
perform the unbinned maximum likelihood fit described in detail in Chapter 8.
Although the primary goal afFit was the the measurementsdfi23 described in this disser-

tation,tFit has been used for other time-dependent analyses, including:
e measurement of the dire€P violating parametef\| (see Section 2.4.4) [133,138];

e precise measurement of tti?- B oscillation frequencyAm, with hadronic flavor eigen-
states [157,158], described in Section 5.6;

e preliminary results on the oscillation frequenéiyn; with semileptonic decays
BY — D* ¢+, [159, 160];

e measurement of the decay-width differenk€ (see Section 2.4.1) with fully reconstructed
flavor eigenstates [161];

e measurement ofin (23 + 7) in B® — D*r decays [162];
e measurement af’P-violating effects inB — J/i» K* decays [163];

All these analysis require the knowledge of the measured decay-time diffefenead its
uncertaintyoa;, as well as the flavor-tag information, but differ in the probability density function
for the signal. Therefor&Fit can be easily modified to implement new time-dependent analyses,

214
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while taking advantage of the existing infrastructure, such as the toy Monte Carlo generators and
convolution functions for differenf\¢ resolution functions.

The user interface dfFit is implemented with the Kuip command processor, which is known
to the users since it is used also in PAW. The fitting methods are therefore available as kuip com-
mands. Users can configure the fitter at runtime via kumac files containing the required kuip com-
mands. These commands are documented in Reference [164]. In the remainder of this chapter the

available features dfFit are briefly described.

B.1 Format of the fitting ASCII files

A common format is used to store the information required by the various fitting programs in
BABAR in ASCII files. This format is documented in detail in Reference [165].

The number of the measured quantities needed in the fit varies depending on the specific analysis
that is considered. For example, the mixing analysis with semileptonic decays has many types of
background whose fractions must be provided to the fitter, whilesiti®3 analysis is relatively
simpler due to the clean sample@P final states with charmonium mesons.

The adopted format has sufficient redundancies to allow all the above measurement to use the

same common format. The input variables to the fitter include:

e measured\t and its uncertainty as;

e measured flavor tag and the tagging category, e.g. lepton category;
e decay channel of the fully reconstruct&dmeson;

e flavor of the fully reconstructed hadronic flavor eigenstates;

e kinematic variables of the fully reconstruct&dmesons, such as the energy-constrained mass
mgs and the energy differenc& F; and

e the true values of the above variables in the simulated Monte Carlo samples.

B.2 Structure of tFit

The typical structure of a kumac to perform a fit is schematically shown in Figure B.1. The flow
chart from the top to the bottom corresponds to the order of kuip commands, represented by blocks,
in the kumac.
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) — Full Simulation
{Selectlon Crlterla}

Y o <
+{ Read Events }A @

Define Reco mode } ‘ Define Tagging categories ‘

Y
Create Physics Classes /

Y

[DeclareMinuitParameters }

Toy Monte Carlo
Generator

Y

Assign Parametersto
Physics Classes

Y

‘ Fix/Float Parameters ‘

Y

Perform Fit

Figure B.1: Structure of a typical fit wittFit . The kuip commands are represented by

the blocks, while the flow chart corresponds to their order in the kumac.

B.2.1 Sources of input

There are two types of input for the fit: the ASCII files or the realtime generation of fast param-

eterized Monte Carlo (toy MC) events.

ASCI| files

The ASCII files are usually produced for the selected events in data or in full-simulation sam-

ples, but can also contain toy MC events generated at an earlier time.
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Toy Monte Carlo generator

A toy Monte Carlo generator is available withiRit for all the analyses mentioned at the
beginning of this Chapter. The generator can be invoked to generate events right before performing
the fit. Alternatively, the generated events can be stored in ASCII files with the common format
used in data and full simulation.

The properties of the generated events are specified by the user as illustrated in Figure B.2. Itis

Mixing

CPViolation

Flavor Tagging: /
Mistag Fraction Physics Model

Tagging Category /

Toy Monte Carlo
Generator

Decay Mode >

/

D'm Jpsi Kg

At Resolution Function
mgg Distribution: f

Signal/Background Shape

Triple Gaussian GExp

Signal to background ratio

Figure B.2: The toy Monte Carlo generator is configured by users via kuip commands.

possible to specify:

¢ the theoreticalAt distribution (physics model) for each type of analysis, e.g. mixing'®Br

violation;

e the At resolution function model. Currently one can choose between the triple-Gaussian and
the GExp models (see Section 9.4.3);

e a flavor-tagging category and its mistag fraction. This allows to simulate events with the

same properties measured in data;
¢ the shape of thewgg distribution and the signal to background ratio; and

e the decay mode of the fully reconstruct&d
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It is possible to generate samples of events with the exact same properties of the events selected in
data, by configuring the generator. This is important for example to determine the goodness of fit to

the data, by generating a large number of data-like samples.

B.2.2 Input selection criteria

There are a total of 32 fields in the ASCII files that are read in for each event. It is possible
to define selection criteria to filter on any of these variables when reading these files, as illustrated
in Figure B.3. For example the vertex quality requirementsAdf < 20 ps andoa; < 2.5 ps are
applied at this stage.

\ Selection Criteria \

/

Mgs>5.2GeV At <20ps |

oy <25ps

Figure B.3: It is possible to filter the events in input by defining selection criteria for any

of the 32 fields in the ASCII files.

B.2.3 Reco modes, tagging categories, and physics classes

The decay mode of the fully reconstructédmeson and the flavor-tagging category of each
event are stored in the ASCII files as integer variables. The values of these variables are defined in
BetaCoreTools/BtaExclusiveDecayList.hh and inAbsBTagging/AbsBTagger.hh
files, available in alBABAR offline software releases.

Since the assigned values can potentially chatigié, provides the possibility of defining
internally decay modes and tagging categories. Using the stored information in the ASCII files,
users can group the selected events regardless of the external definitions of categories and decay

modes.
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Events with similar theoretical\¢ distributions can be grouped to form a physics class. For
example, allCP eigenstate with &0 in the final state are usually assigned to @fearmKshort
class. Although the//iy K events have the samt distribution, they are assigned to a separate
physics classCharmKlong , because of the special care required for the modeling of the back-
ground events.
Similarly the hadronic and semileptonic flavor eigenstates are divideéddi8 andDstarlnu
classes, since they differ significantly in the amount and the composition of background events.
Figure B.4 shows how a physics class is defined by a group of decay modes and tagging cate-

gories.

| ncl usi ve ‘

Tagging Category :

Char nKshor t ‘

‘ Char nKl ong ‘

v V1

Figure B.4: A physics class is defined by assigning a group of decay modes and tagging

categories.

B.2.4 Categories of Minuit parameters

All potential Minuit parameters in the fit are divided in several categories of parameters, such as

dilution factors, lifetimes, resolution function scale factors, etc. In order to perform a simultaneous
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fit to both theCP and to the flavor eigenstates it is necessary to build the probability density func-
tions for the two different physics classes so that they share some of the parameters as illustrated in
Figure B.5.

Users can define the maximum number of parameters of each type, and then assign them to the
various physics classes. When the fit is performed, the events in each physics class constrain the

value of the free parameters for that class.

ﬂ Empirical mixing

‘ background

Jpsi K, background

parameters
1S

> Minuit Parameter

[ \

N Empirical- Jipsi K.
Dilution factors background - |

{ Onar nKshor/:[ }

Figure B.5: The Minuit parameters can be shared between the physics classes and be de-

termined in the simultaneous fit to all selected events.

B.2.5 Fixing and floating fit parameters

The fit parameters can be fixed or left floating at run time via kuip commands. In addition their

initial values can also be changed prior to performing the fit.

B.2.6 Results and output

The results of the fit, including the correlation matrix elements are stored in an ntuple, while the

likelihood curves are saved as histograms together with the data points.
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