The stripe critical point for cuprates
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Abstract. The experimental determination of the quantum critical point (QCP) that triggers the self-organization of charged striped domains in cuprate perovskites is reported. The phase diagram of doped cuprate superconductors is determined by a first variable, the hole doping \( \delta \), and a second variable, the micro-strain \( \varepsilon \) of the Cu–O bond length, obtained from the Cu K-edge extended x-ray absorption fine structure. For a fixed optimum doping, \( \delta_c = 0.16 \), we show the presence of the QCP for the onset of local lattice distortions and stripe formation at the critical micro-strain \( \varepsilon_c \).

The critical temperature \( T_c(\varepsilon, \delta) \) reaches its maximum at the quantum critical point \((\varepsilon_c, \delta_c)\) for the formation of bubbles of superconducting stripes. The critical charge, orbital and spin fluctuations near this strain QCP provide the interaction for the pairing.

1. Introduction

The normal phase of cuprate superconductors shows the non-Fermi-liquid behaviour of a system close to a quantum critical point (QCP) [1–4]. Critical quantum fluctuations near a QCP drive the electron gas into a regime of strong interactions where the pairing mechanism for superconductivity is provided by a singular particle–particle interaction [6–10]. Therefore understanding the pairing mechanism for high-\( T_c \) superconductors (HTcS) requires the experimental determination of the quantum phase transition (QPT), with its QCP, for the cuprates. The QPT is a zero-temperature generically continuous transition tuned by a parameter in the Hamiltonian. Near this transition, quantum fluctuations take the system between two distinct ground states. The fluctuation between two nearly degenerate ground states is the characteristic feature of complex systems such as biological molecules [11]. In complex systems, the striped phases are a generic phenomenon where the one-dimensional ordering of the two ground states is driven by a long-range elastic, Coulomb or magnetic field.

The heterogeneous striped metallic phase in the cuprates where ‘the free charges move mainly in one direction, like the water running in the grooves of a corrugated iron foil’ [12] is an expected feature of spatial self-organization near a QCP in complex systems. The stripe ordering in cuprates involves spin, charge and orbital degrees of freedom; therefore different experiments have indicated charge-density, orbital-density and spin-density waves (CDW, ODW and SDW) accompanied by local lattice fluctuations [13].

The properties of the normal phase of the cuprate perovskites have been assumed to depend on a single variable: the charge density measured by the doping \( \delta \), that gives the distance from the Mott–Hubbard antiferromagnetic phase. Several QPTs as functions of the doping have been
proposed and related to the curve $T_c(\delta)$ by various authors. However, it has not been possible to reach agreement on the location of the QCP at a critical doping since the experimental features indicating the quantum critical regime change from sample to sample.

Here we provide a solution showing that the QCP for the formation of superconducting stripes is on another relevant axis needed for the phase diagram of cuprates: the local strain $\varepsilon$ of the average Cu–O bond length in the CuO$_2$ plane, called the micro-strain. By introducing this new axis we have measured the critical micro-strain $\varepsilon_c$ for the onset of the striped phase, the two-dimensional (2D) phase diagram of the normal phase for all cuprate superconductors and the plot $T_c(\delta, \varepsilon)$, where the highest $T_c \sim 150$ K occurs at the QCP at $(\delta_c, \varepsilon_c)$.

The cuprate perovskites are heterogeneous materials [14] made of three different portions:

(i) metallic bcc CuO$_2$ layers;
(ii) insulating rock-salt fcc AO$_{1-x}$ layers (A = Ba, Sr, La, Nd, Ca, Y); and
(iii) charge-reservoir (CR) layers BO$_{1-x}$ where the chemical dopants are stored.

The superconducting bcc CuO$_2$ layer is intercalated between the insulating fcc rock-salt AO layers, rotated by 45°. The mismatch between the two sublattices is $\eta = 1 - t = [R(A-O)]/\sqrt{2}[R(Cu-O)]$ where $R(A-O)$ is the sum of the average metal-ion radius in the rock-salt layer $r_A$ and the O$^{2-}$ radius, $R(Cu-O)$ is the Cu–O bond length and $t$ is called the Goldschmidt tolerance factor. It is known that in hole-doped superconducting cuprates, the CuO$_2$ sheets are under compression due to the lattice mismatch. There are several experiments revealing the fact that the mismatch between the two sublattices produces a significant effect on the superconducting transition temperature [15–19]. The mismatch induces an anisotropic compressive stress on the CuO$_2$ plane that is different from the hydrostatic pressure [19].

The metallic phase in the CuO$_2$ plane is obtained by two separate steps:

• **first**, the doping $\delta$ in the CuO$_2$ plane is controlled by introducing the chemical dopants in the charge-reservoir blocks;
• **second**, the compressive stress on the CuO$_2$ plane is controlled by multiple substitutions of metal ions A (A = Ba, Sr, La, Nd, Ca, Y, ...) in the oxygen-deficient rock-salt (AO) layers. In fact, we found that the strain of the average Cu–O bond depends on the average ionic radius $r_A$ of the rock-salt layers but not on the dopants in the charge-reservoir (BO) blocks.

In the materials where the dopants are introduced in the AO layers they act as impurity centres and form a disordered metallic phase, as is the case for Sr-doped La$_2$CuO$_4$.

There are now a growing number of experiments providing evidence for electron–lattice interaction being a necessary parameter for characterizing the metallic state of the cuprates [20–27]. Recent experiments on the isotope effects [28–30] have further indicated the need to include the electron–lattice interaction as one of the parameters for describing the complex metallic phase of the cuprate superconductors.

The doping $\delta$ shifts the system away from the Mott–Hubbard insulating phase and changes the ratio $J/t$ of the antiferromagnetic coupling $J$ to the single-electron hopping energy $t$. The compressive stress induces an elastic strain field $\varepsilon$ in the CuO$_2$ plane that changes the electron–lattice coupling constant $g(\varepsilon)$. For example the pseudo-Jahn–Teller (JT) electron–phonon coupling [12, 20, 21], $g_{JT} = \Psi(Q, \beta, \Delta_{JT})$, depends on the conformational parameter for the local distortions of the CuO$_4$ square, $Q$, the rhombic distortion of the CuO$_4$ square plane, the dimpling angle $\beta$ given by the displacement of the Cu ion from the plane of oxygen ions and the Cu–O (apical) bond length that controls the JT energy splitting $\Delta_{JT}$. Therefore by changing the strain field the system can be driven toward charge localization.
The actual insulating phase in a doped magnetic insulator [31] depends on the charge density, i.e., doping $\delta$; in fact for very low density we expect the formation of isolated polarons (and coexistence of polarons and free carriers in the intermediate-coupling regime [32]), while at higher density, strings [33] and charge-ordered phases [34] are expected; therefore the phase diagram of cuprates, beyond doping, requires as a second axis the micro-strain $\varepsilon$ at the Cu site [13].

We have measured the micro-strain at the Cu site by exploiting the Cu K-edge extended x-ray absorption fine structure (EXAFS), which is a local and fast structural probe. From the average $\langle R_{\text{Cu-O}} \rangle$ in the CuO$_2$ plane we have measured the micro-strain of the Cu–O bond defined as $\varepsilon = 2(d_0 - \langle R_{\text{Cu-O}} \rangle)/d_0$ where the factor 2 is introduced to get the ratio $\varepsilon/\eta \sim 1$. Here $d_0$ is the Cu–O equilibrium distance, i.e., the Cu–O bond length for an unstrained CuO$_2$ plane. $d_0$ is measured to be $\sim 1.985(\pm 0.005)$ Å for an undoped model system Sr$_2$CuO$_2$Cl$_2$, which is consistent with other results [35]. $d_0$ is taken to be 1.97 Å throughout this paper, considering the effect of Cu–O shortening at optimum doping ($\delta \sim 0.16$ doped holes per Cu site). We have measured the local lattice fluctuations via the Debye–Waller factor of the Cu–O bond length as a function of the micro-strain. To avoid the disorder created by cationic substitution, we have selected the superconducting systems where the doping is provided only by the interstitial oxygen in the charge-reservoir blocks. The results provide direct experimental evidence for a large enhancement of the local lattice fluctuations at the critical micro-strain where the superconducting transition temperature $T_c$ reaches its maximum.

2. Experimental procedure

Well-characterized superconducting single crystals of different superconducting systems were used for the experiments. The systems La$_2$CuO$_4$ (LCO), Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ (Bi2212), HgBa$_2$CuO$_{4+\delta}$ (Hg1201) and HgBa$_2$Ca$_2$Cu$_3$O$_{8+\delta}$ (Hg1212) systems are used as representative for the [BO](AO)CuO$_2$ heterostructures: [O$_{\delta}$](La$_2$O$_2$)CuO$_2$, [Bi$_2$O$_2$](Sr$_2$O$_2$Ca)Cu$_2$O$_4$, [HgO$_{\delta}$](Ba$_2$O$_2$)CuO$_2$ and [HgO$_{\delta}$](Ba$_2$O$_2$Ca)Cu$_2$O$_4$, where the (AO) rock-salt layers sustain different strain on the CuO$_2$ planes, and the dopants are interstitial oxygen ions in the charge-reservoir layers [BO]. An electrochemically doped LCO single crystal of size $2 \times 2$ mm$^2$ was used [36, 37]. This crystal has been characterized by x-ray diffraction showing 3.5 staging and a single $T_c \sim 40$ K ($\Delta T_c \sim 1.5$ K) measured before the experiments. The oxygen ordering of stage 3.5 occurs between 330 K to 270 K.

The Bi2212 crystal was of size $1 \times 2$ mm$^2$, grown by the travelling-solvent floating-zone method [38] with $T_c \sim 87$ K ($\Delta T_c \sim 1.2$ K). On the other hand, the Hg-based crystals were of small size ($\sim 0.3 \times 0.3$ mm$^2$), and were grown by a high-pressure synthesis technique [39]. The values of $T_c$ for the samples used for the present experiments were 94 K ($\Delta T_c \sim 2$ K) and 116 K ($\Delta T_c \sim 3$ K) respectively for the Hg1201 and Hg1212.

The temperature-dependent polarized Cu K-edge absorption measurements were performed on the beam-line BL13B of the Photon Factory at the High Energy Accelerator Research Organization in Tsukuba and on the beam-lines BM29 and BM32 of the European Synchrotron Radiation Facility (ESRF), Grenoble. At the beam-line BL13B of the Photon Factory, and the beam-line BM32 of the ESRF, the crystals were mounted in a closed-cycle refrigerator and temperature was controlled within an accuracy of $\pm 1$ K. The beam-line BM29 of ESRF is equipped with a two-stage closed-cycle refrigerator and the samples were mounted in it with temperature control within an accuracy of $\pm 1$ K. In all cases, the temperature was measured using diode sensors attached to a flat-plate sample holder. The measurements were performed in the fluorescence-yield (FY) mode [40] using a multi-element Ge x-ray detector array. The emphasis was placed on measuring the spectra with a high signal-to-noise ratio.
and up to a high momentum transfer, and we purposely measured several scans to accumulate the total fluorescence counts to $\sim 3$ million to limit the relative errors to being less than 0.1% above the absorption threshold. The standard procedure was used to extract the EXAFS signal from the absorption spectrum and it was corrected for the x-ray fluorescence self-absorption before the analysis. Further details on the experiments and data analysis can be found in our earlier publications [27,41–43].

3. Results and discussion

Figure 1 shows the Fourier transform (FT) of the EXAFS signals extracted from the Cu K-edge absorption spectra measured on different superconducting systems with the $E$-vector of the plane-polarized x-ray beam falling parallel to the CuO$_2$ plane, representing different families. The inset shows the EXAFS oscillations (multiplied by $k^2$ to emphasize the higher $k$-region). The EXAFS oscillations are clearly visible up to the high $k$-values required to solve for quantitative local distortions in complex systems such as the high-$T_c$ superconductors. The peaks in the FT are due to backscattering of photoelectrons, emitted at the Cu site, from neighbouring atoms providing a global atomic distribution around the absorbing Cu site. The peaks in the FT do not represent the real atomic distances and the position should be corrected for the photoelectron backscattering phase shifts to give a quantitative value to the atomic positions with respect to the Cu atom. There are evident differences between the FTs of the EXAFS spectra measured on different systems. The major difference appears around the Cu–A (A = La, Sr(Ca), Ba(Ca)) peak due to the different rock-salt layers.

The EXAFS amplitude depends on several factors as can be seen from the following EXAFS equation for polarized K-edge EXAFS [44]:

$$
\chi(k) = \frac{m\pi}{h^2} \sum_i 3N_i \cos^2(\theta_i) \frac{S_i^2}{kR_i} f_i(k, R_i)e^{-2\lambda/\lambda_0}e^{-2\sigma_i^2} \sin[2kR_i + \delta_i(k)].
$$

Here $N_i$ is the equivalent number of neighbouring atoms, at a distance $R_i$, located at an angle $\theta_i$ with respect to the electric field vector of the polarized synchrotron light. $S_i^2$ is an amplitude correction factor due to photoelectron correlation (also called the passive electron reduction factor), $f_i(k, R_i)$ is the backscattering amplitude, $\delta_i$ are the phase shifts of the scattered photoelectrons, $\lambda$ is the photoelectron mean free path and $\sigma_i^2$ is the correlated Debye–Waller factor of the photo-absorber–backscatterer pairs. The photoelectron wave-vector $k$ is given by $E - E_0 = (\hbar k)^2/(2m)$ where $E_0$ defines the photoelectron energy origin. The phase shifts $\delta_i$ and $E_0$ can be either fixed or allowed to vary when an experimental EXAFS spectrum is parametrized.

Here we focus only on the local distortions in the CuO$_2$ plane and hence the first oxygen coordination shell (i.e. in-plane Cu–O bond distances). In the $E \parallel a-b$ Cu K-edge EXAFS, the signal due to the Cu–O bond distances is well separated from the longer-bond contributions and can be easily extracted and analysed separately. The extracted EXAFS signals due to the Cu–O bond distances represent only single backscattering of the photoelectron emitted at the Cu site by its nearest-neighbour in-plane oxygen atoms and probe the correlation function of the Cu and oxygen pairs. The approach is designed to avoid any multiple-scattering signals that generally make the data analysis complex. We have used the standard procedures to draw the pair distribution function (PDF) of local Cu–O bond lengths from analysis of the EXAFS oscillations, just due to the Cu–O distances. In this procedure the EXAFS signal due to Cu–O is simulated by a standard least-squares fit with an input of distribution distances (where $N_{tot}$ is fixed to the nominal value and $\sigma_{CuO}^2$ for each distance is fixed to the value given by the Einstein model for correlated Cu–O distribution), restricting the number of allowed parameters to being
Figure 1. The Fourier transforms of the Cu K-edge EXAFS spectra of the representative systems measured in their superconducting states: LCO (upper), Bi2212 (middle), Hg1212 (lower). The insets show the corresponding EXAFS oscillations. The EXAFS signal was extracted from the absorption spectra measured for single-crystal samples using multi-element fluorescence detector systems in the $E \parallel a$–$b$ geometry. The emphasis is placed on obtaining spectra with high signal-to-noise ratio, which is evident from the FT and the EXAFS oscillations up to high $k$-values.
Figure 2. The Cu–O pair distribution function (PDF) in the normal state \((T = 200 \text{ K})\) for different superconducting systems. The solid vertical bars refer to the mean Cu–O distances in the respective systems.

Figure 3. The micro-strain \(\varepsilon = 2(d_0 - \langle R_{\text{Cu}-O} \rangle)/d_0\), with \(d_0 = 1.97 \text{ Å}\) obtained from the measure of the average \(\langle R_{\text{Cu}-O} \rangle\) bond length from Cu K-edge EXAFS is plotted as a function of the average radius \(\langle r_A \rangle\) of metal ions in the rock-salt layers.

less than \(2 \Delta R \Delta k/\pi\) [44]. The feasibility of these methods has been shown in the case of cuprates [27] and manganites [45] and other complex systems [46].

Figure 2 shows the Cu–O pair distribution function (PDF) in the LCO, Bi2212, Hg1201 and Hg1212 systems determined from the EXAFS spectra measured in the normal state \((T = 200 \text{ K})\). The PDF represents the distribution of instantaneous Cu–O bonds. Above 200 K we observe a Gaussian distribution with a peak at the mean Cu–O distance \(\langle R_{\text{Cu}-O} \rangle\). The mean Cu–O bond lengths (vertical bars) show a clear evolution with the change in the stress due to the reduction of the average ionic radius \(r_A\) in the (AO) layers.

From the measure of \(\langle R_{\text{Cu}-O} \rangle\) we can obtain a direct measure of the micro-strain on the Cu–O bond \(\varepsilon = 2(d_0 - \langle R_{\text{Cu}-O} \rangle)/d_0\) (where \(d_0 = 1.97 \text{ Å}\) is the equilibrium Cu–O distance at doping \(\delta = 0.16\)) in the different cuprate perovskites.

We report in figure 3 the variation of the micro-strain \(\varepsilon\) for the four samples reported on here (open circles) versus the average ionic radius in the rock-salt layers which is a measure of the lattice mismatch. The Cu–O bond lengths show a decrease, indicating an increasing
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Figure 4. The Cu–O pair distribution function (PDF) at low temperature (in the superconducting state, \( T \sim 0.5 T_c \)) for different superconducting systems. The systems where \( \varepsilon > \varepsilon_c = 0.045 \) show evidence for local lattice fluctuations with a PDF that does not have a Gaussian distribution but shows two peaks.

Figure 5. The critical temperature for charge ordering \( T_{sf} \) and the superconducting critical temperature \( T_c \) as functions of the micro-strain \( \varepsilon = 2(d_0 - \langle R_{Cu-O} \rangle)/d_0 \) at optimum doping \( \delta = 0.16 \). We have added in this figure also two other samples studied by us: Hg1223 with maximum \( T_c \) near the critical strain and the 40% Nd-doped La2124 at very high micro-strain.

compressive strain of the Cu–O bond, with decreasing average ionic radius in the rock-salt layers. The structure is stable up to a value of the strain where the CuO₂ plane, or the rock-salt layer, or both, relax to a different structure that corresponds to a pressure of about 25 GPa [19].

In figure 4 we report the PDF for our crystals at fixed doping but at different micro-strains at \( T < T_c \). We observe that, above a critical micro-strain \( \varepsilon_c \sim 0.045 \), the PDF shows the onset of local lattice distortions identified by the presence of two peaks in the PDF. We have determined the critical temperature for the formation of the local lattice distortion \( T_{sf} \). This temperature corresponds also to the critical temperature \( T_{sf} \) for the stripe formation as is shown by the onset of diffuse x-ray scattering peaks for LCO and Bi2212 at 190 K and 120 K respectively [37]. This charge ordering leads in Bi2221, where \( \varepsilon > \varepsilon_c \), to the suppression of the spectral weight at the M point on the Fermi surface [48].
Figure 6. The superconducting critical temperature $T_c$ plotted as a colour plot (from $T_c = 0$ K, black, to $T_c \sim 135$ K, through yellow to white) as a function of the micro-strain $\varepsilon$ and doping $\delta$. The maximum $T_c$ occurs at the critical point $\delta_c = 0.16$, and $\varepsilon_c = 0.045$.

Figure 7. The phase diagram of the normal phase of doped cuprate perovskites as a function of micro-strain on the Cu–O(planar) bond and doping. The high-$T_c$ superconductivity occurs in the region of quantum fluctuations around the micro-strain quantum critical point QCP.

We plot in figure 5 the value of the temperature for the onset of local lattice distortions and the 1D ordering of localized charge as a function of the micro-strain $\varepsilon$. The micro-strain $\varepsilon$ drives the system to a QCP for the formation of a superlattice of quantum stripes for $\varepsilon > \varepsilon_c \sim 4.5\%$. In figure 6 we report the critical temperature $T_c$ as a colour plot (the critical temperature increases from black, $T_c = 0$ K, through yellow to white, the maximum $T_c \sim 135$ K) as a function of the micro-strain $\varepsilon$ and doping $\delta$ for all superconducting cuprate families. The figure shows that the maximum $T_c$ occurs at the QCP ($\delta_c \sim 0.16$, $\varepsilon_c \sim 0.045$).
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From these data we can derive the qualitative phase diagram for the normal-metallic phase of all cuprate perovskites that give high-\(T_c\) superconductivity that is shown in figure 7. This phase diagram solves the long-standing puzzle of the phase diagram of the normal phase of the cuprates. There was a hidden physical parameter, the micro-strain, that triggers the electron–lattice interaction at a critical value for the onset of charges trapped into a striped phase with dynamical and spatial ordering of pseudo-Jahn–Teller local lattice distortions (JT-LLD). The doping of the strained antiferromagnetic lattice leads to the formation of both free carriers and charges trapped into the JT-LLD above the critical micro-strain \(\varepsilon_c\). As has been shown for doped magnetic semiconductors, doped Mott–Hubbard insulators also show a phase-separation regime where metallic bubbles of doped charges are pushed away from the magnetic lattice. In the strong-electron–lattice-coupling regime, it has been shown for manganites that an inhomogeneous phase is formed by increasing the charge density as for a first-order phase transition [49]. It has been reported that cuprate perovskites (such as oxygen-doped Bi2212 and La124) that show slow stripe fluctuations for intermediate electron–lattice coupling, \(\varepsilon > \varepsilon_c\), also show a quasi-first-order phase transition as a function of doping [50].

The QCP is well identified in the curve at constant doping as a function of the micro-strain \(\varepsilon\), shown in figure 5. The simplest interpretation of figure 5 is that the QCP is at the end of a finite-temperature critical line for stripe formation \(T_{sf}(\varepsilon)\). All the other transition points are first-order points which drive the system to a coexistence region (A+B). In this co-existence region fluctuating bubbles of superconducting stripes appear. These mesoscopic bubbles of about 100–300 Å with a short time scale are called ‘superstripes’. In the phase diagram in figure 7 the superstripes appear (A+B) between the region A of the insulating charge ordered electron crystal and the region B of the homogeneous metal.

Figure 8. Phase-separation curves in the van der Waals scenario: temperature \(T\) versus density \((1/v)\), i.e. the inverse of the specific volume) for different systems having different parameters \(a\) and \(b\) controlled by the micro-strain \(\varepsilon\). The critical temperature goes to zero with \(a \sim (\varepsilon - \varepsilon_c)^{1/2}\) and gives a QCP at \(\varepsilon_c\) as found from the experimental curve in figure 5.
We can describe a scenario which is similar to the experimental one in the context of the van der Waals theory for real gases, which leads to the state equation

\[ P = \frac{T}{v - b} - \frac{a}{v^2} \]

where \( P \), \( T \) and \( v \) are pressure, temperature and specific volume. The parameter \( a \) measures the interparticle interaction while the parameter \( b \) is the hard-core specific volume. Different gases have different critical temperatures \( T_{\text{crit}} = 8a / (27b) \); therefore the QCP would be reached for \( a \) tending to zero.

Figure 8 shows the temperature versus strain and density \((1/v)\) in the framework of the van der Waals scheme. The experimental results in figure 5 shown as \( T_{sf} \) versus strain correspond to the line of critical points parametrized by \( a(\varepsilon) \). We have assumed \( a = a_0(\varepsilon - \varepsilon_c)^{1/2} \) and \( b = b_0 + b_1(\varepsilon - \varepsilon_c) \), where \( b_0 = 1, a_0 = 1 \) and \( b_1 = 0.05 \). The available experimental information does no exclude other possibilities, e.g., that there is a finite segment of quantum critical points around the QCP. Further experiments are under way to elucidate the orders of the various transition points.

In conclusion, we have shown a phase diagram for the superconducting phases where \( T_c \) depends on both doping and micro-strain. The plot \( T_c(\varepsilon, \delta) \) reaches the highest temperature at the critical point \((\delta_c, \varepsilon_c)\). The anomalous normal phase of cuprate superconductors is determined by an inhomogeneous phase with coexisting polaronic stripes and itinerant carriers that appears for a local strain of the Cu–O bonds larger than a critical value. Fluctuations of orbital, charge and spin stripes appear in this critical regime of fluctuating mesoscopic bubbles of superconducting stripes called superstripes, that favour the amplification of the critical temperature.
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