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- NINETEEN -

A Subjectivist’s Guide to
Objective Chance*

INTRODUCTION

We subjectivists conceive of probability as the measure of reasonable
partial belief. But we need not make war against other conceptions of
probability, declaring that where subjective credence leaves off, there
nonsense begins. Along with subjective credence we should believe
also in objective chance. The practice and the analysis of science
require both concepts. Neither can replace the other. Among the
propositons that deserve our credence we find, for instance, the
proposition that (as a matter of contingent fact about our world) any
tritium atom that now exists has a certain chance of decaying within a
year. Why should we subjectivists be less able than other folk to make
sense of that?

Carnap (1945) did well to distinguish two concepts of probability,
insisting that both were legitimate and useful and that neither was at
fault because it was not the other. I do not think Carnap chose quite
the right two concepts, however. In place of his “degree of confirma-
tion”” I would put credence or degree of belief; in place of his ““relative

* I am grateful to several people for valuable discussions of this material; especially John
Burgess, Nancy Cartwright, Richard Jeffrey, Peter Railton, and Brian Skyrms. I am also
much indebted to Mellor (1971), which presents a view very close to mine; exactly how
close I am not prepared 1o say.

83



84 Probability

frequency in the long run” I would put chance or propensity, under-
stood as making sense in the single case. The division of labor between
the two concepts will be little changed by these replacements. Cre-
dence is well suited to play the role of Carnap’s probability;, and
chance to play the role of probability,.

Given two kinds of probability, credence and chance, we can have
hybrid probabilities of probabilities. (Not “second order probabili-
ties”, which suggests one kind of probability self-applied.) Chance of
credence need not detain us. It may be partly a matter of chance what
one comes to believe, but what of it? Credence about chance is more
important. To the believer in chance, chance is a proper subject to have
beliefs about. Propositions about chance will enjoy various degrees of
belief, and other propositions will be believed to various degrees con-
ditionally upon them.

As I hope the following questionnaire will show, we have some very
firm and definite opinions concerning reasonable credence about
chance. These opinions secem to me to afford the best grip we have on
the concept of chance. Indeed, I am led to wonder whether anyone but
a subjectivist is in a position to understand objective chance!

QUESTIONNAIRE

First question. A certain coin is scheduled to be tossed at noon today.
You are sure that this chosen coin is fair: it has a 50% chance of falling
heads and a 50% chance of falling tails. You have no other relevant
information. Consider the proposition that the coin tossed at noon
today falls heads. To what degree would you now believe that proposi-
tion?

Answer. 50%, of course.

(Two comments. (1) It is abbreviation to speak of the coin as fair.
Strictly speaking, what you are sure of is that the entire “chance set-
up” is fair: coin, tosser, landing surface, air, and surroundings together
are such as to make it so that the chance of heads is 50%. (2) Is it
reasonable to think of coin-tossing as a genuine chance process, given
present-day scientific knowledge? 1 think so: consider, for instance,
that air resistance depends partly on the chance making and breaking
of chemical bonds between the coin and the air molecules it
encounters. What is less clear is that the toss could be designed so that
you could reasonably be sure that the chance of heads is 50% exactly.
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If you doubt that such a toss could be designed, you may substitute an
example involving radioactive decay.)

Next question. As before, except that you have plenty of seemingly
relevant evidence tending to lead you to expect that the coin will fall
heads. This coin is known to have a displaced center of mass, it has
been tossed 100 times before with 86 heads, and many duplicates of it
have been tossed thousands of times with about 90% heads. Yet you
remain quite sure, despite all this evidence, that the chance of heads
this time is 50%. To what degree should you believe the proposition
that the coin falls heads this ume?

Answer. Still 50%. Such evidence 1s relevant to the outcome by way
of its relevance to the proposition that the chance of heads 1s 50%, not
in any other way. If the evidence somehow fails to diminish your cer-
tainty that the coin is fair, then it should have no effect on the distribu-
tion of credence about outcomes that accords with that certainty about
chance. To the extent that uncertainty about outcomes is based on cer-
tainty about their chances, it is a stable, resilient sort of uncertainty—
new evidence won’t get rid of it. (The term “resiliency” comes from
Skyrms (1977); see also Jeffrey (1965), §12.5.)

Someone might object that you could not reasonably remain sure
that the coin was fair, given such evidence as I described and no con-
trary evidence that I failed to mention. That may be so, but 1t doesn’t
matter. Canons of reasonable belief need not be counsels of perfection.
A moral code that forbids all robbery may also prescribe that if one
nevertheless robs, one should rob only the rich. Likewise it 1s a sen-
sible question what it is reasonable to believe about outcomes if one is
unreasonably stubborn in clinging to one’s certainty about chances.

Next question. As before, except that now 1t is afternoon and you
have evidence that became available after the coin was tossed at noon.
Maybe you know for certain that it fell heads; maybe some fairly
reliable witness has told you that it fell heads; maybe the witness has
told you that it fell heads in nine out of ten tosses of which the noon
toss was one. You remain as sure as ever that the chance of heads, just
before noon, was 50%. To what degree should you believe that the
coin tossed at noon fell heads?

Answer. Not 50%, but something not far short of 100%. Resiliency
has its limits. If evidence bears in a direct enough way on the out-
come—a way which may nevertheless fall short of outright impli-
cation—then it may bear on your beliefs about outcomes otherwise
than by way of your beliefs about the chances of the outcomes. Re-
siliency under all evidence whatever would be extremely unreasonable.
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We can only say that degrees of belief about outcomes that are based
on certainty about chances are resilient under admissible evidence. The
previous question gave examples of admissible evidence; this question
gave examples of inadmissible evidence.

Last question. You have no inadmissible evidence; if vou have any
relevant admissible evidence, it already has had its proper effect on
vour credence about the chance of heads. But this time, suppose you
are not sure that the coin 1s fair. You divide your belief among three
alternative hypotheses about the chance of heads, as follows.

You believe to degree 27% that the chance of heads is 50%.
8

You believe to degree 22% that the chance of heads is 35%.
g

You believe to degree 51% that the chance of heads is 80%.

Then to what degree should you believe that the coin falls heads?

Answer. (27% X 50%) + (22% X 35%) + (51% X 80%); that is,
62%. Your degree of belief that the coin falls heads, conditionally on
any one of the hypotheses about the chance of heads, should equal
your unconditional degree of belief if you were sure of that hypothesis.
That in turn should equal the chance of heads according to the hypoth-
esis: 50% for the first hypothesis, 35% for the second, and 80% for the
third. Given your degrees of belief that the coin falls heads, condi-
tionally on the hypotheses, we need only apply the standard multipli-
cative and addiuve principles to obtain our answer.

THE PRINCIPAL PRINCIPLE

I have given undefended answers to my four questions. I hope you
found them obviously right, so that you will be willing to take them as
evidence for what follows. If not, do please reconsider. If so, splen-
did—now read on. ,

It is ume to formulate a general principle to caprure the intuitions
that were forthcoming in our questionnaire. It will resemble familiar
principles of direct inference except that (1) it will concern chance, not
some sort of actual or hypothetical frequency, and (2) it will incorporate
the observation that certainty about chances—or conditionality on
propositions about chances—makes for resilient degrees of belief
about outcomes. Since this principle seems to me to capture all we
know about chance, I call it
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THE PRINCIPAL PRINCIPLE. Let C be any reasonable iniual cre-
dence function. Let ¢ be any time. Let x be any real number in the unit
interval. Let X be the proposition that the chance, at time t, of A’s
holding equals x. Let £ be any proposition compatible with X that is
admissible at time ¢. Then

C(A/XE) = x.

That will need a good deal of explaining. But first I shall illustrate the
principle by applying it to the cases in our questionnaire.

Suppose your present credence function is C(~/E), the function that
comes from some reasonable initial credence function C by condi-
tionalizing on your present total evidence E. Let ¢ be the time of the
toss, noon today, and let A be the proposition that the coin tossed
today falls heads. Let X be the proposition that the chance at noon
(just before the toss) of heads is x. (In our questionnaire, we mostly
considered the case that x is 50%). Suppose that nothing in your total
evidence E contradicts X; suppose also that it is not yet noon, and you
have no foreknowledge of the outcome, so everything that is included
in E is entirely admissible. The conditions of the Principal Principle are
met. Therefore C(A/XE) equals x. That is to say that x 1s your present
degree of belief that the coin falls heads, conditionally on the proposi-
tion that its chance of falling heads is x. If in addition you are sure that
the chance of heads is x—that is, if C(X/E) is one—then it follows also
that x is your present unconditional degree of belief that the coin falls
heads. More generally, whether or not you are sure about the chance of
heads, your unconditional degree of belief that the coin falls heads is
given by summing over alternative hypotheses about chance:

C(A/E) = 3,C(X,/E)C(A/X.E) = Z.C(X./E)x,

where X, for any value of x, is the proposition that the chance at ¢ of A
equals x.

Several parts of the formulation of the Principal Principle call for
explanation and comment. Let us take them in turn.

THE INITIAL CREDENCE FUNCTION C

[ said: let C be any reasonable initial credence function. By that 1
meant, in part, that C was to be a probability distribution over (at
least) the space whose points are possible worlds and whose regions
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(sets of worlds) are propositions. C is a non-negative, normalized, fi-
nitely additive measure defined on all propositions.

The corresponding conditional credence function is defined simply
as a quotient of unconditional credences:

C(A/B) =4 C(AB)/C(B).

I should like to assume that it makes sense to conditionalize on any but
the empty proposition. Therefore, | require that C is regular: C(B) is
zero, and C(A/B) is undefined, only if B is the empty proposition, true
at no worlds. You may protest that there are too many alternative
possible worlds to permit regularity. But that is so only if we suppose,
as 1 do not, that the values of the function C are restricted to the stan-
dard reals. Many propositions must have infinitesimal C-values, and
C(A/B) often will be defined as a quotient of infinitesimals, each infi-
nitely close but not equal to zero. (See Bernstein and Wattenberg
(1969).) The assumption that C is regular will prove convenient, but it
is not justified only as a convenience. Also it is required as a condition
of reasonableness: one who started out with an irregular credence
function (and who then learned from experience by conditionalizing)
would stubbornly refuse to believe some propositions no matter what
the evidence in their favor.

In general, C is to be reasonable in the sense that if you started out
with it as your inital credence function, and if you always learned
from experience by conditionalizing on your total evidence, then no
matter what course of experience you might undergo your beliefs
would be reasonable for one who had undergone that course of experi-
ence. I do not say what distinguishes a reasonable from an unreason-
able credence function to arrive at after a given course of experience.
We do make the distinction, even if we cannot analyze it; and therefore
['may appeal to it in saying what it means to require that C be a reason-
able iniual credence function.

I have assumed that the method of conditionalizing is one reasonable
way to learn from experience, given the right initial credence function.
I have not assumed something more controversial: that it is the only
reasonable way. The latter view may also be right (the cases where it
seems wrong to conditionalize may all be cases where one departure
from ideal rationality is needed to compensate for another) but I shall
not need it here.

(I said that C was to be a probability distribution over ar least the
space of worlds; the reason for that qualification is that sometimes
one’s credence might be divided between different possibilities within
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a single world. That is the case for someone who is sure what sort of
world he lives in, but not at all sure who and when and where in the
world he is. In a fully general treatment of credence it would be well to
replace the worlds by something like the “centered éolmm: of Quine
(1969), and the propositions by something corresponding to proper-
ties. But [ shall ignore these complications here.)

THE REAL NUMBER X

I said: let x be any real number in the unit interval. I must emphasize
that “x” is a quantified variable; 1t 1s not a schematic _mzm.a that may
freely be replaced by terms that designate real numbers in .mrm unit
interval. For fixed A and t, “the chance, at ¢, of A’s holding” is such a
term; suppose we put it in for the variable x. It might seem that for
suitable C and E we have the following: if X is the proposition that the
chance, at ¢, of A’s holding equals the chance, at ¢, of A’s holding—in
other words, if X is the necessary proposition—then

C(A/XE) = the chance, at ¢, of A’s holding.

But that is absurd. It means that if E is your present total evidence and
C(~/E) is your present credence function, then if the coin 7 n mmn.ﬁ
fair—whether or not you think it isl—then your degree of belief that it
falls heads is 50%. Fortunately, that absurdity is not an instance of the
Principal Principle. The term “the chance, at £, of A’s ro_&mm: wm a
non-rigid designator; chance being a matter of contingent fact, it mmm_m-
nates different numbers at different worlds. The context “the proposi-
tion that . . . 7, within which the variable “x” occurs, is intensional.
Universal instantiation into an intensional context with a non-rigid
term is a fallacy. It is the fallacy that takes you, for w:mﬂmznm.“ TnB the
true premise “For any number x, the mnonomwao:. ﬁ,rmﬂ X Is nine 1$ non-
contingent” to the false conclusion “The proposition that ﬂrm. number
of planets is nine is non-contingent”. See Jeffrey Cow.ov for .&;.ncm&o:
of this point in connection with a relative of the Principal Principle.

I should note that the values of “x” are not restricted to the standard
reals in the unit interval. The Principal Principle may be applied as fol-
lows: you are sure that some spinner is fair, hence that it has wzm:?mmT
mal chance of coming to rest at any particular point; therefore (if your
total evidence is admissible) you should believe only to an infinitesimal

degree that it will come to rest at any particular point.
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THE PROPOSITION X

['said: let X be the proposition that the chance, at time ¢, of A’s holding
equals x. I emphasize that I am speaking of objective, single-case
chance—not credence, not frequency. Like it or not, we have this con-
cept. We think that a coin about to be tossed has a certain chance of
falling heads, or that a radioactive atom has a certain chance of decay-
ing within the year, quite regardless of what anyone may believe about
it and quite regardless of whether there are any other similar coins or
atoms. As philosophers we may well find the concept of objective
chance troublesome, but that is no excuse to deny its existence, its
legitimacy, or its indispensability. If we can’t understand it, so much
the worse for us.

Chance and credence are distinet, but I don’t say they are unrelated.
What is the Principal Principle but a statement of their relation?
Neither do I say that chance and frequency are unrelated, but they are
distinct. Suppose we have many coin-tosses with the same chance of
heads (not zero or one) in each case. Then there is some chance of get-
ting any frequency of heads whatever; and hence some chance that the
frequency and the uniform single-case chance of heads may differ,
which could not be so if these were one and the same thing. Indeed the
chance of difference may be infinitesimal if there are infinitely many
tosses, but that is stll not zero. Nor do hypothetical frequencies fare
any better. There is no such thing as the infinite sequence of outcomes,
or the limiting frequency of heads, that would eventuate if some par-
ticular coin-toss were somehow repeated forever. Rather there are
countless sequences, and countless frequencies, that might eventuate
and would have some chance (perhaps infinitesimal) of eventuating.
(See Jeffrey (1977), Skyrms (1977), and the discussion of “might”
counterfactuals in Lewis (1973).)

Chance is not the same thing as credence or frequency; this is not yet
to deny that there might be some roundabout way to analyze chance in
terms of credence or frequency. I would only ask that no such analysis
be accepted unless it is compatible with the Principal Principle. We
shall consider how this requirement bears on the prospects for an
analysis of chance, but without settling the question of whether such
an analysis 1s possible.

I think of chance as attaching in the first instance to propositions:
the chance of an event, an outcome, etc. is the chance of truth of the
proposition that holds at just those worlds where that event, outcome,
or whatnot occurs. (Here I ignore the special usage of “event” to
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simply mean “‘proposition”.) I have foremost in BEQ the chances of
truth of propositions about localized matters of particular mwnﬂulw cer-
tain toss of a coin, the fate of a certain tritium atom on a certain day—
but I do not say that those are the only propositions to which nwmb.nm
applies. Not only does it make sense to speak o.m the chance that a coin
will fall heads on a particular occasion; equally it Bmem sense to speak
of the chance of getting exactly seven heads in a particular sequence of
eleven tosses. It is only caution, not any definite reason to mrwsw other-
wise, that stops me from assuming that chance of truth applies to any
proposition whatever. 1 shall assume, roém,‘mﬁ., mr.mﬂ the broad class of
propositions to which chance of truth mmmvmw is. &omm@ czmmﬂ. the
Boolean operations of conjunction (intersection), disjunction (union),
and negation (complementation).

We ordinarily think of chance as time-dependent, and I have made
that dependence explicit. Suppose you enter a labyrinth at 11:00 a.m.,
planning to choose your turn whenever you come to a Unm:owwosm by
tossing a coin. When you enter at 11:00, you may have a 42% chance
of reaching the center by noon. But in the first half hour you may stray
into a region from which it is hard to reach the center, so that by 11:30
your chance of reaching the center by noon has fallen to 26%. But then
you turn lucky; by 11:45 you are not far from the center and your
chance of reaching it by noon is 78%. At 11:49 you mmmov the center;
then and forevermore your chance of reaching it by noon is 100%.

Sometimes, to be sure, we omit reference to a time. I do not think
this means that we have some timeless notion of chance. Wmmrm? we
have other ways to fix the time than by specifying it mxm:n:@. In the
case of the labyrinth we might well say (before, after, or during your
exploration) that your chance of reaching the center by noon is 42 Yo
The understood time of reference is the time when your meoBQo.:
begins. Likewise we might speak simply wm the chance of a certain
atom’s decaying within a certain year, meaning mr.m chance at the vmm:?
ning of that year. In general, if A is the proposition ﬁrmﬁ. something or
other takes place within a certain interval beginning at ume ¢, then we
may take a special interest in what I shall call mvm mx&ﬁo«xm %Em% of
A’s holding: the chance at ¢, the vmmwssw:m.ow the 583&._ in question. H.m
we speak simply of the chance of A’s holding, not mentioning a time, 1t
is this endpoint chance—the chance at t of A’s holding—that we are
likely to mean. .

Chance also is world-dependent. Your chance at 11:00 of Swn?:m
the center of the labyrinth by noon depends on all sorts of contingent
features of the world: the structure of the labyrinth and the speed with
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which you can walk through it, for instance. Your chance at 11:30
of reaching the center by noon depends on these things, and also on
where in the labyrinth you then are. Since these things vary from
world to world, so does your chance (at either time) of wmmnr\m:m the
center. by noon. Your chance at noon of reaching the center by
noon s one at the worlds where you have reached the center: zero
at all others, including those worlds where you do not meOMQ the
labyrinth at all, perhaps because you or it do not exist. (Here I am
‘&umm?:m loosely, as if 1 believed that you and the labyrinth could
STm.gﬁ several worlds at once. See Lewis (1968) for the needed cor-
rection.)

We have decided this much about chance, at least: it is a function
of three arguments. To a proposition, a time, and a world it assigns a
real number. Fixing the proposition A, the time t, and the number x,
we have our proposition X: it is the proposition that holds at all and
only those worlds w such that this function assigns to A, t, and w the

value x. This is the proposition that the chance, at t, of A’s holding
is x.

THE ADMISSIBLE PROPOSITION E

[ said: w.mm £ be any proposition that is admissible at time ¢. Admissible
propositions are the sort of information whose impact on credence
wvocm outcomes comes entirely by way of credence about the chances
of those outcomes. Once the chances are given outright, conditionally
or :Eu.om&no:m:vs evidence bearing on them no longer matters.
(Once it is sertled mr.m: the suspect fired the gun, the discovery of his
fingerprint on the trigger adds nothing to the case against him.) The
power of the Principal Principle depends entirely on how much is
admissible. If nothing is admissible it is vacuous. If everything is
admissible it is inconsistent. Our questionnaire suggested that a great
deal 1s admissible, but we saw examples also of inadmissible infor-
mation. I have no definition of admissibility to offer, but must be con-
tent to suggest suffictent (or almost sufficient) conditions for
admissibility. I suggest that two different sorts of information are
generally admissible.

The first sort is historical information. If a proposition is entirely
about matters of particular fact at times no later than t, then as a
rule that proposition is admissible at z. Admissible information just
before the toss of a coin, for example, includes the outcomes of all
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previous tosses of that coin and others like it. It also includes every
detail—no matter how hard it might be to discover—of the structure
of the coin, the tosser, other parts of the set-up, and even anything
nearby that might somehow intervene. It also includes a great deal of
other information that is completely irrelevant to the outcome of the
toss.

A proposition is about a subject matter—about history up to a
certain time, for instance—if and only if that proposition holds at
both or neither of any two worlds that match perfectly with respect
to that subject matter. (Or we can go the other way: two worlds
match perfectly with respect to a subject matter if and only if every
proposition about that subject matter holds at both or neither.) If
our world and another are alike point for point, atom for atom, field
for field, even spirit for spirit (if such there be) throughout the past
and up until noon today, then any proposition that distinguishes the
two cannot be entirely about the respects in which there 1s no differ-
ence. It cannot be entirely about what goes on no later than noon
today. That is so even if its linguistic expression makes no overt
mention of later times; we must beware lest information about the
future is hidden in the predicates, as in “Fred was mortally wounded
at 11:58”. I doubt that any linguistic test of aboutness will work
without circular restrictions on the language used. Hence 1t seems
best to take either “about” or “perfect match with respect t0” as a
primitive.

Time-dependent chance and time-dependent admissibility go
together. Suppose the proposition A is about matters of particular
fact at some moment or interval t4, and suppose we are concerned
with chance at time ¢. If ¢ is later than 4, then A is admissible at t.
The Principal Principle applies with A for E. If X is the proposition
that the chance at ¢ of A equals x, and if A and X are compatible,
then

| = C(A/XA) = x.

Put contrapositively, this means that if the chance at ¢t of A, according
to X, is anything but one, then A and X are incompatible. A implies
that the chance at t of A, unless undefined, equals one. What’s past is
no longer chancy. The past, unlike the future, has no chance of being
any other way than the way it actually is. This temporal asymmetry of
chance falls into place as part of our conception of the past as “fixed”
and the future as “open”—whatever that may mean. The asymmetry
of fixity and of chance may be pictured by a tree. The single trunk is
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future
111111111111 present

past

the one possible past that has any present chance of being actual. The
many branches are the many possible futures that have some present
chance of being actual. I shall not try to say here what features of the
world justify our discriminatory attitude toward past and future possi-
bilities, reflected for instance in the judgment that historical infor-
mation 1s admissible and similar information about the future is not.
But I think they are contingent features, subject to exception and
absent altogether from some possible worlds.

That possibility calls into question my thesis that historical infor-
mation is invariably admissible. What if the commonplace de facto
asymmetries between past and future break down? If the past lies far in
the future, as we are far to the west of ourselves, then it cannot simply
be that propositions about the past are admissible and propositions
about the future are not. And if the past contains seers with foreknowl-
edge of what chance will bring, or time travelers who have witnessed
the outcome of coin-tosses to come, then patches of the past are
enough tainted with futurity so that historical information about them
may well seem inadmissible. That is why I qualified my claim that his-
torical information is admissible, saying only that it is so “as a rule”.
Perhaps it is fair to ignore this problem in building a case that the Prin-
cipal Principle captures our common opinions about chance, since
those opinions may rest on a naive faith that past and future cannot
possibly get mixed up. Any serious physicist, if he remains at least
open-minded both about the shape of the cosmos and about the
existence of chance processes, ought to do better. But I shall not; I shall
carry onas if historical information is admissible without exception.

Besides historical information, there is at least one other sort of
admissible information: hypothetical information about chance itself.
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Let us return brietly to our questionnaire and add one further supposi-
tion to each case. Suppose you have various opinions about what the
chance of heads would be under various hypotheses about the detailed
nature and history of the chance set-up under consideration. Suppose
further that you have similar hypothetical opinions about other chance
set-ups, past, present, and future. (Assume that these opinions are con-
sistent with yvour admissible historical information and your opinions
about chance in the present case.) It seems quite clear to me—and 1
hope it does to you also—that these added opinions do not change
anything. The correct answers to the questionnaire are just as before.
The added opinions do not bear in any overly direct way on the future
outcomes of chance processes. Therefore they are admissible.

We must take care, though. Some propositions about future chances
do reveal inadmissible information about future history, and these are
inadmissible. Recall the case of the labyrinth: you enter at 11:00,
choosing your turns by chance, and hope to reach the center by noon.
Your subsequent chance of success depends on the point vou have
reached. The proposition that at 11:30 your chance of success has fallen
to 26% is not admissible information at 11:00; it is a giveaway about
vour bad luck in the first half hour. What is admissible at 11:00 is a
conditional version: if you were to reach a certain point at 11:30, your
chance of success would then be 26%. But even some conditionals are
tainted: for instance, any conditional that could yield inadmissible
information about future chances by modus ponens from admissible
historical propositions. Consider also the truth-functional conditional
that if history up to 11:30 follows a certain course, then you will have a
98% chance of becoming a monkey’s uncle before the year is out.
This conditional closely resembles the denial of its antecedent, and 1s
inadmissible at 11:00 for the same reason.

I suggest that conditionals of the following sort, however, are
admissible; and indeed admissible at all times. (1) The consequent is a
proposition about chance at a certain time. (2) The antecedent is a
proposition about history up to that time; and further, it is a complete
proposition about history up to that time, so that it either implies or
else is incompatible with any other proposition about history up to
that time. It fully specifies a segment, up to the given time, of some
possible course of history. (3) The conditional is made from its conse-
quent and antecedent not truth-functionally, but rather by means of a
strong conditional operation of some sort. This might well be the
counterfactual conditional of Lewis (1973); but various rival versions
would $erve as well, since many differences do not matter for the case
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at hand. One feature of my treatment will be needed, however: if the
antecedent of one of our conditionals holds at a world, then both or
neither of the conditional and its consequent hold there.

These admissible conditionals are propositions about how chance
depends (or fails to depend) on history. They say nothing, however,
about how history chances to go. A set of them is a theory about the
way chance works. It may or may not be a complete theory, a consis-
tent theory, a systematic theory, or a credible theory. It might be a
miscellany of unrelated propositions about what the chances would be
after various fully specified particular courses of events. Or it might be
systematic, compressible into generalizations to the effect that after
any course of history with property J there would follow a chance dis-
tribution with property K. (For instance, it might say that any coin
with a certain structure would be fair.) These generalizations are
universally quantified conditionals about single-case chance; if lawful,
they are probabilistic laws in the sense of Railton (1978). (I shall not
consider here what would make them lawful; but see Lewis (1973),
§3.3, for a treatment that could cover laws about chance along with
other laws.) Systematic theories of chance are the ones we can express
in language, think about, and believe to substantial degrees. But a
reasonable initial credence function does not reject any possibility out
of hand. It assigns some non-zero credence to any consistent theory of
chance, no matter how unsystematic and incompressible it 1s.

Historical propositions are admissible; so are propositions about the
dependence of chance on history. Combinations of the two, of course,
are also admissible. More generally, we may assume that any Boolean
combination of propositions admissible at a time also is admissible at
that time. Admissibility consists in keeping out of a forbidden subject
matter—how the chance processes turned out—and there is no way to
break into a subject matter by making Boolean combinations of propo-
sitions that lie outside it.

There may be sorts of admissible propositions besides those I have
considered. If so, we shall have no need of them in what follows.

This completes an exposition of the Principal Principle. We turn
next to an examination of its consequences. I maintain that they
include all that we take ourselves to know about chance.

THE PRINCIPLE REFORMULATED

Given a time ¢ and world w, let us write P, for the chance distribution
that obtains at t and w. For any proposition A, P,,.(A) is the chance, at
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time t and world w, of A’s holding. (The domain of P,, comprises
those propositions for which this chance is defined.)

Let us also write H,,, for the complete history of world w up to time
t: the conjunction of all propositions that hold at w about matters of
particular fact no later than t. H,, is the proposition that holds at
exactly those worlds that perfectly match w, in matters of particular
fact, up to time ¢.

Let us also write T, for the complete theory of chance for world w:
the conjunction of all the conditionals from history to chance, of the
sort just considered, that hold at w. Thus 7, is a full specification, for
world w, of the way chances at any time depend on history up to that
time.

Taking the conjunction H,,, T, we have a proposition that tells us a
great deal about the world w. It is nevertheless admissible at time ¢,
being simply a giant conjunction of historical propositions that are
admissible at ¢ and conditionals from history to chance that are admis-
sible at any time. Hence the Principal Principle applies:

CA/XH,,T.) = x

when C is a reasonable initial credence function, X is the proposition
that the chance at t of A is x, and H,,, T, is compatible with X.

Suppose X holds at w. That is so if and only if x equals P,.(A).
Hence we can choose such an X whenever A is in the domain of P,,,.
H,, T, and X both hold at w, therefore they are compatible. But
further, H,,,T,, implies X. The theory T, and the history H,,, together
are enough to imply all that is true (and contradict all that is false) at
world w about chances at time . For consider the strong conditional
with antecedent H,,, and consequent X. This conditional holds at w,
since by hypothesis its antecedent and consequent hold there. Hence 1t
is implied by T, which is the conjunction of all conditionals of its sort
that hold at w; and this conditional and H,,, yield X by modus ponens.
Consequently, the conjunction XH,, T, simplifies to H,,T,. Pro-
vided that A is in the domain of P, so that we can make a suitable
choice of X, we can substitute P, (A) for x, and H,,, 7. for XH,,, T, in
our instance of the Principal Principle. Therefore we have

THE PRINCIPAL PRINCIPLE REFORMULATED. Let C be any
reasonable initial credence function. Then for any time ¢, world w, and
proposition A in the domain of Py,

P (A)y = CA/H,.T,).
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In words: the chance distribution at a time and a world comes from
any reasonable initial credence function by conditionalizing on the
complete history of the world up to the time, together with the com-
plete theory of chance for the world.

This reformulation enjoys less direct intuitive support than the orig-
inal formulation, but it will prove easier to use. It will serve as our
point of departure in examining further consequences of the Principal
Principle.

CHANCE AND THE PROBABILITY CALCULUS

A reasonable inital credence function is, among other things, a prob-
ability distribution: a non-negative, normalized, finitely additive
measure. It obeys the laws of mathematical probability theory. There
are well-known reasons why that must be so if credence is to ration-
alize courses of action that would not seem blatantly unreasonable in
some circumstances.

Whatever comes by conditionalizing from a probability distribution
15 itself a probability distribution. Therefore a chance distribution is a
probability distribution. For any time ¢t and world w, P,, obeys the
laws of mathematical probability theory. These laws carry over from
credence to chance via the Principal Principle. We have no need of any
independent assumption that chance is a kind of probability.

Observe that although the Principal Principle concerns the relation-
ship between chance and credence, some of its consequences concern
chance alone. We have seen two such consequences. (1) The thesis that
the past has no present chance of being otherwise than it actually is. (2)
The thesis that chance obeys the laws of probability. More such conse-
quences will appear later.

CHANCE AS OBJECTIFIED CREDENCE

Chance 1s an objectified subjective probability in the sense of Jeffrey
(1965), §12.7. Jeffrey’s construction (omitting his use of sequences of
partitions, which is unnecessary if we allow infinitestimal credences)
works as follows. Suppose given a partition of logical space: a set of
mutually exclusive and jointly exhaustive propositions. Then we can
define the objectification of a credence function, with respect to this
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partition, at a certain world, as the probability distribution that comes
from the given credence function by conditionalizing on the member
of the given partition that holds at the given world. Objectified cre-
dence is credence conditional on the truth—not the whole truth, how-
ever, but exactly as much of it as can be captured by a member of the
partition without further subdivision of logical space. The member of
the partition that holds depends on matters of contingent fact, varying
from one world to another; it does not depend on what we think
(except insofar as our thoughts are relevant matters of fact) and we may
well be ignorant or mistaken about it. The same goes for objectified
credence.

Now consider one particular way of partitioning. For any ume ¢,
consider the partition consisting of the propositions H,,T,, for all
worlds w. Call this the history-theory partition for time t. A member of
this partition is an equivalence class of worlds with respect to the rela-
tion of being exactly alike both in respect of matters of particular fact
up to time ¢ and in respect of the dependence of chance on history. The
Principal Principle tells us that the chance distribution, at any time ¢
and world w, is the objectification of any reasonable credence func-
tion, with respect to the history-theory partition for time ¢, at world w.
Chance is credence conditional on the truth—if the truth is subject to
censorship along the lines of the history-theory partition, and if the
credence is reasonable.

Any historical proposition admissible at time ¢, or any admissible
conditional from history to chance, or any admissible Boolean combi-
nation of propositions of these two kinds—in short, any sort of
admissible proposition we have considered—is a disjunction of mem-
bers of the history-theory partition for ¢. Its borders follow the lines of
the partition, never cutting between two worlds that the partition does
not distinguish. Likewise for any proposition about chances at . Let X
be the proposition that the chance att of A is x, let ¥ be any member of
the history-theory partition for ¢, and let C be any reasonable initial
credence function. Then, according to our reformulation of the Princi-
pal Principle, X holds at all worlds in Y if C(A/Y) equals x, and at no
worlds in ¥ otherwise. Therefore X is the disjunction of all members ¥
of the partition such that C(4/Y) equals x.

We may picture the situation as follows. The partition divides logical
space into countless tiny squares. In each square there is a black region
where A holds and a white region where it does not. Now blur the
focus, so that divisions within the squares disappear from view. Each
square becomes a grey patch in a broad expanse covered with varying
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shades of grey. Any maximal region of uniform shade is a proposition
specifying the chance of A. The darker the shade, the higher is the
uniform chance of A at the worlds in the region. The worlds them-
selves are not grey—they are black or white, worlds where A holds or
where it doesn’t—but we cannot focus on single worlds, so they all
seem to be the shade of grey that covers their region. Admissible pro-
positions, of the sorts we have considered, are regions that may cut
across the contours of the shades of grey. The conjunction of one of
these admissible propositions and a proposition about the chance of A
is a region of uniform shade, but not in general a maximal uniform
region. It consists of some, but perhaps not all, the members ¥ of the
partition for which C(A/Y) takes a certain value.

We derived our reformulation of the Principal Principle from the
original formulation, but have not given a reverse derivation to show
the two formulations equivalent. In fact the reformulation may be
weaker, but not in any way that is likely to matter. Let C be a reason-
able initial credence function; let X be the proposition that the chance
att of A is x; let £ be admissible at ¢ (in one of the ways we have con-
sidered) and compatible with X. According to the reformulation, as we
have seen, X£ is a disjunction of incompatible propositions Y, for each
of which C(A/Y) equals x. If there were only finitely many Y’s, it
would follow that C(A/XE) also equals x. But the implication fails in
certain cases with infinitely many ¥’s (and indeed we would expect the
history-theory partition to be infinite) so we cannot quite recover the
original formulation in this way. The cases of failure are peculiar, how-
ever, so the extra strength of the original formulation in ruling them
out seems unimportant.

KINEMATICS OF CHANCE

Chance being a kind of probability, we may define conditional chance
in the usual way as a quotient (leaving it undefined if the denominator
1s zero):

P A/B) = a5 P AB)/ P B).

To simplify notation, let us fix on a particular world—ours, as it might
be—and omit the subscript “w”; let us fix on some particular reason-
able initial credence function C, it doesn’t matter which; and let us fix
on a sequence of times, in order from earlier to later, to be called 1,2,

3,.. .. (Idonotassume they are equally spaced.) For any time ¢ in our
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sequence, let the proposition 7, be the complete history of our chosen
world in the interval from time ¢ to time ¢ + 1 (including t + 1 but not
t). Thus 7, is the set of worlds that match the chosen world perfectly in
matters of particular fact throughout the given interval.

A complete history up to some time may be extended by conjoining
complete histories of subsequent intervals. H, 1s H.ly, Hy1s H\[,1,,
and so on. Then by the Principal Principal we have:

P\(A) = C(A/H\T),

Po(A) = C(A/H,T) = C(A/H\I,T) = Py(A/L),

Py(A) = C(A/H,T) = CIA/H I [,T) = Po(A/L)
= P(A/LL),

and in general
\um+:+_A\wv = NwNA\w\N~ o NNLW:V_

In words: a later chance distribution comes from an earlier one by con-
ditionalizing on the complete history of the interval in between.

The evolution of chance is parallel to the evolution of credence for
an agent who learns from experience, as he reasonably might, by con-
ditionalizing. In that case a later credence function comes from an
earlier one by conditionalizing on the total increment of evidence
gained in the interval in between. For the evolution of chance we
simply put the world’s chance distribution in place of the agent’s cre-
dence function, and the totality of particular fact about a time in place
of the totality of evidence gained at that time.

In the interval from ¢ to t + 1 there is a certain way that the world
will in fact develop: namely, the way given by I,. And at 1, the last
moment before the interval begins, there is a certain chance that the
world will develop in that way: P,(/,), the endpoint chance of /,. Like-
wise for a longer interval, say from time 1 to time 18. The world will in
fact develop in the way given by 7, . . . I, and the endpoint chance of
its doing so is Py({, . . . I;7). By definition of conditional chance

Nu;\ﬁ PRI Nﬂuv = NVHAN_VNuMA\u\N_vNVHANu\NMNNV PN \u;\ﬂw\NH PR N:Vvq
and by the Principal Principle, applied as above,

\UHA? . Abuv = NVNQL.%NQNV.\JQWV oo Py().
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[n general, if an interval 1s divided into subintervals, then the endpoint
chance of the complete history of the interval is the product of the end-
point chances of the complete histories of the subintervals.

Earlier we drew a tree to represent the temporal asymmetry of
chance. Now we can embellish the tree with numbers to represent the
kinematics of chance. Take time 1 as the present. Worlds—those of
them that are compatible with a certain common past and a certain
common theory of chance—lie along paths through the tree. The
numbers on each segment give the endpoint chance of the course of
history represented by that segment, for any world that passes through
that segment. Likewise, for any path consisting of several segments,
the product of numbers along the path gives the endpoint chance of the
course of history represented by the entire path.

e R future

e s present

past

CHANCE OF FREQUENCY

Suppose that there is to be a long sequence of coin tosses under more or
less standardized conditions. The first will be in the interval between
time 1 and time 2, the second in the interval between 2 and 3, and so on.
Our chosen world is such that at time 1 there is no chance, or negligible
chance, that the planned sequence of tosses will not take place. And
indeed it does take place. The outcomes are given by a sequence of
propositions A, A, Each A, states truly whether the toss
between ¢ and ¢ + 1 fell heads or tails. A conjunction A, . . . A, then
gives the history of outcomes for an initial segment of the sequence.

. The endpoint chance Py(4, . . . A,) of such a sequence of outcomes
is given by a product of conditional chances. By definition of con-
ditional chance,
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\u_A\»_ P \A:v ES \UMA\WNV . NuMA\»N\\w_v ) \u~A\wu\\A_\wwv P
.NV—A\w:\\w# e \\.wms‘MV.

Since we are dealing with propositions that give only incomplete his-
tories of intervals, there is no general guarantee that these factors equal
the endpoint chances of the A’s. The endpoint chance of A,, P5(A5), 1s
given by Py(A,/1); this may differ from P;(A,/A;) because the com-
plete history 7, includes some relevant information that the incomplete
history A, omits about chance occurrences in the first interval. Like-
wise for the conditional and endpoint chances pertaining to later inter-
vals.

Even though there is no general guarantee that the endpoint chance
of a sequence of outcomes equals the product of the endpoint chances
of the individual outcomes, yet it may be so if the world is right. It may
be, for instance, that the endpoint chance of A, does not depend on
those aspects of the history of the first interval that are omitted from
Ai—it would be the same regardless. Consider the class of all possible
complete histories up to time 2 that are compatible both with the pre-
vious history H, and with the outcome A, of the first toss. These give
all the ways the omitted aspects of the first interval might be. For each
of these histories, some strong conditional holds at our chosen world
that tells what the chance at 2 of A, would be if that history were to
come about. Suppose all these conditionals have the same consequent:
whichever one of the alternative histories were to come about, it would
be that X, where X is the proposition that the chance at 2 of A; equals
x. Then the conditionals taken together tell us that the endpoint chance
of A, is independent of all aspects of the history of the first interval
except the outcome of the first toss.

In that case we can equate the conditional chance Py(A,/A,) and the
endpoint chance P;(A,). Note that our conditionals are of the sort
implied by 7, the complete theory of chance for our chosen world.
Hence Ay, Hy, and T jointly imply X. It follows that A;H,T and
XAH\T are the same proposition. It also follows that X holds at our
chosen world, and hence that x equals P»(A,). Note also that A, H,T 1s
admissible at time 2. Now, using the Principal Principle first as refor-
mulated and then in the original formulation, we have

NuHA\wN\>~V = QA\»N\.b;\lN”d = QA\»N\X\&NEVJ =X = NVNTANV

If we also have another such battery of conditionals to the effect that
the endpoint chance of A5 is independent of all aspects of the history of
the first two intervals except the outcomes A, and A, of the first two
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tosses, and another battery for A, and so on, then the multiplicative
rule for endpoint chances follows:

Py(Ay . A,) = Pi(A) Po(Ay) PyAs) .. . Po(A,).

The conditionals that constitute the independence of endpoint chances
mean that the incompleteness of the histories Ay, A, . . . doesn’t mat-
ter. The missing part wouldn’t make any difference.

We might have a stronger form of independence. The endpoint
chances might not depend on any aspects of history after time 1, not
even the outcomes of previous tosses. Then conditionals would hold at
our chosen world to the effect that if any complete history up to time 2
which is compatible with H, were to come about, it would be that X
(where X is again the proposition that the chance at 2 of A, equals x).
We argue as before, leaving out 4, T'implies the conditionals, H, and
I jointly imply X, H\T and XH,T are the same, X holds, x equals
P(Az), H\ T is admissible at 2; so, using the Principal Principle in both
formulations, we have

Pi(Ay) = CAL/H\T) = CAYXH\T) = x = Py(A,).

Our strengthened independence assumption implies the weaker inde-
pendence assumption of the previous case, wherefore

Pr(A2/AL) = Py(Ay) = Pi(Ay).

If the later outcomes are likewise independent of history after time 1,
then we have a multiplicative rule not only for endpoint chances but
also for unconditional chances of outcomes at time 1:

Pi(Ay . AL = PuA)P(A)PAS) . .. Py(A,).

Two conceptions of independence are in play together. One is the
tanliar probabilistic conception: A, is independent of A4, with respect
to the chance distribution P,, if the conditional chance Pi(Ay/AY)
equals the unconditional chance P,(A,); equivalently, if the chance
Pi(A1A4;) of the conjunction equals the product Pi(A,)-Py(A,) of the
chances of the conjuncts. The other conception involves batteries of
strong conditionals with different antecedents and the same conse-
quent. (I consider this to be cansal independence, but that’s another
story.) The conditionals need not have anything to do with prob-
ability; for instance, my beard does not depend on my politics since |
would have such a beard whether I were Republican, Democrat, Pro-
hibitionist, Libertarian, Socialist Labor, or whatever. But one sort of
consequent that can be independent of a range of alternatives, as we
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have seen, is a consequent about single-case chance. What I have done
is to use the Principal Principle to parlay battery-of-conditionals inde-
pendence into ordinary probabilistic Emm@m:mm:wm. . o

If the world is right, the situation might be still simpler; and this is
the case we hope to achieve in a well-conducted sequence of chance
trials. Suppose the history-to-chance conditionals and the previous
history of our chosen world give us not only independence (of the
wﬂao:m\mw sort) but also uniformity of chances: for any toss in our
sequence, the endpoint chance of heads on that toss would .GQ h (and
the endpoint chance of tails would be 1 - h) no matter which of the
possible previous histories compatible .e<:r H, a:mrﬂ. T.m<w come to
pass. Then each of the A,’s has an endpoint chance of / ‘_m it specifies an
outcome of heads, 1 — } if it specifies an outcome of tails. By the mul-
tiplicative rule for endpoint chances,

PA, ... A,)=H"(1- b)(nfm)

where f is the frequency of heads in the first »# tosses according to
Al AL o

Now consider any other world that matches our chosen world in its
history up to time 1 and in its complete theory of chance, but not in its
sequence of outcomes. By the Principal Principle, the nrw.:om maﬁ.zvcl
tion at time 1 is the same for both worlds. Our assumptions of inde-
pendence and uniformity apply to both worlds, being built into ﬁr.m
shared history and theory. So all goes through for this other world as it
did for our chosen world. Our calculation of the chance at time 1 of a
sequence of outcomes, as a function of the uniform single-case chance
of heads and the length and frequency of heads in the sequence, goes
for any sequence, not only for the sequence Ay, A,, . .. that comes
about at our chosen world.

Let F be the proposition that the frequency of Tmm&m in the first »
tosses is f. Fis a disjunction of propositions each specifying a sequence
of n outcomes with frequency f of heads; each disjunct has the same
chance at time 1, under our assumptions of independence and uniform-
ity; and the disjuncts are incompatible. Multiplying the number of
these propositions by the uniform chance of each, we get the chance of
obtaining some or other sequence of outcomes with frequency f of

heads:
Lepf (1 = By
Py = LA
(fm)t - (n = fn)!
The rest is well known. For fixed » and #, the right hand side of the
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equation peaks for f close to h; the greater is n, the sharper is the peak.
If there are many tosses, then the chance is close to one that the fre-
quency of heads is close to the uniform single-case chance of heads.
The more tosses, the more stringent we can be about what counts as
“close”. That much of frequentism is true; and that much is a conse-
quence of the Principal Principle, which relates chance not only to cre-
dence but also to frequency.

On the other hand, unless / is zero or one, the right hand side of the
equation is non-zero. So, as already noted, there is always some chance
that the frequency and the single-case chance may differ as badly as
vou please. That objection to frequentist analyses also turns out to be a
consequence of the Principal Principle.

EVIDENCE ABOUT CHANCES

To the subjectivist who believes in objective chance, particular or
general propositions about chances are nothing special. We believe
them to varying degrees. As new evidence arrives, our credence in
them should wax and wane in accordance with Bayesian confirmation
theory. It is reasonable to believe such a proposition, like any other, to
the degree given by a reasonable initial credence function condition-
alized on one’s present total evidence.

If we look at the matter in closer detail, we find that the calculations
of changing reasonable credence involve likelihoods: credences of bits
of evidence conditionally upon hypotheses. Here the Principal Prin-
ciple may act as a useful constraint. Sometimes when the hypothesis
concerns chance and the bit of evidence concerns the outcome, the
reasonable likelihood is fixed, independently of the vagaries of initial
credence and previous evidence. What is more, the likelihoods are
fixed in such a way that observed frequencies tend to confirm hypoth-
eses according to which these frequencies differ not too much from
uniform chances.

To illustrate, let us return to our example of the sequence of coin
tosses. Think of it as an experiment, designed to provide evidence bear-
ing on various hypotheses about the single-case chances of heads. The
sequence begins at time 1 and goes on for at least 7 tosses. The evidence
gained by the end of the experiment is a proposition £ to the effect that
the frequency of heads in the first # tosses was £. (I assume that we use
a mechanical counter that keeps no record of individual tosses. The
case in which there is a full record, however, is little different. I also
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assume, in an unrealistic simplification, that no other evidence what-
ever arrives during the experiment.) Suppose that at time 1 your cre-
dence function is C(—/E), the function that comes from our chosen
reasonable initial credence function C by conditionalizing on your
total evidence £ up to that time. Then if you learn from experience by
conditionalizing, your credence function after the experiment is
C(—/FE). The impact of your experimental evidence F on your beliefs,
about chances or anything else, is given by the difference between
these two functions.

Suppose that before the experiment your credence is distributed
over a range of alternative hypotheses about the endpoint chances of
heads in the experimental tosses. (Your degree of belief that none of
these hypotheses is correct may not be zero, but I am supposing it to
be negligible and shall accordingly neglect it.) The hypotheses agree
that these chances are uniform, and each independent of the previous
course of history after time 1; but they disagree about what the
uniform chance of heads is. Let us write G, for the hypothesis that
the endpoint chances of heads are uniformly 4. Then the credences
C(G4/E), for various b’s, comprise the prior distribution ot Qm&mz.nm
over the hypotheses; the credences C(G,/FE) comprise the posterior
distribution; and the credences C(F/G,E) are the likelihoods. Bayes’
Theorem gives the posterior distribution in terms of the prior distribu-
tion and the likelihoods:

C(GL/E) - CLF/GLE)
20 [CGH/E) - CLE/GLE)]

(Note that “A” is a bound variable of summation in the denominator of
the right hand side, but a free variable elsewhere.) In words: to get the
posterior distribution, multiply the prior distribution by the likelthood
function and renormalize.

In talking only about a single experiment, there is little to say .mvocﬁ
the prior distribution. That does indeed depend on the vagaries of
initial credence and previous evidence.

Not so for the likelihoods. As we saw in the last section, each G,
implies a proposition X}, to the effect that the chance at 1 of F equals
x;, where x, is given by a certain function of /, n, and f. Hence G,E
and X, G,E are the same proposition. Further, G,E and X are compat-
ible (unless GE is itself impossible, in which case G;, might as ém:.vm
omitted from the range of hypotheses). E is admissible at 1, being
about matters of particular fact—your evidence—at times no later than
1. G, also is admussible at 1. Recall from the last section that what

C(G,/FE) =
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makes such a proposition hold at a world is a certain relationship
between that world’s complete history up to time 1 and that world’s
history-to-chance conditionals about the chances that would follow
various complete extensions of that history. Hence any member of the
history-theory partition for time 1 either implies or contradicts G,; G,
1s therefore a disjunction of conjunctions of admissible historical
propositions and admissible history-to-chance conditionals. Finally,
we supposed that C is reasonable. So the Principal Principle applies:

C(FIG,E) = C(F/X,G,E) = x.

The likelihoods are the endpoint chances, according to the various
hypotheses, of obtaining the frequency of heads that was in fact
obtained.

When we carry the calculation through, putting these implied
chances for the likelihoods in Bayes’ theorem, the results are as we
would expect. An observed frequency of f raises the credences of the
hypotheses G, with b close to f at the expense of the others; the more
sharply so, the greater is the number of tosses. Unless the prior distri-
bution is irremediably biased, the result after enough tosses is that the
lion’s share of the posterior credence will go to hypotheses putting the
single-case chance of heads close to the observed frequency.

CHANCE AS A GUIDE TO LIFE

[t is reasonable to let one’s choices be guided in part by one’s firm
opinions about objective chances or, when firm opinions are lacking,
by one’s degrees of belief about chances. Ceteris paribus, the greater
chance you think a lottery ticket has of winning, the more that ticket
should be worth to you and the more you should be disposed to
choose it over other desirable things. Why so?

There is no great puzzle about why credence should be a guide to
life. Roughly speaking, what makes it be so that a certain credence
function is your credence function is the very fact that you are disposed
to act in more or less the ways that it rationalizes. (Better: what makes
it be so that a certain reasonable initial credence function and a certain
reasonable system of basic intrinsic values are both yours is that you
are disposed to act in more or less the ways that are rationalized by the
pair of them together, taking into account the modification of credence
by conditionalizing on total evidence; and further, you would have
been likewise disposed if your life history of experience, and conse-
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quent modification of credence, had been different; and further, no
other such pair would fit your dispositions more closely.) No wonder
your credence function tends to guide your life. If its doing so did not
accord to some considerable extent with your dispositions to act, then
it would not be your credence function. You would have some other
credence function, or none.

If your present degrees of belief are reasonable—or at least if they
come from some reasonable initial credence function by conditionaliz-
ing on your total evidence—then the Principal Principle applies. Your
credences about outcomes conform to your firm beliefs and your par-
tial beliefs about chances. Then the latter guide your life because the
former do. The greater chance you think the ticket has of winning, the
greater should be your degree of belief that it will win; and the greater
is your degree of belief that it will win, the more, ceteris paribus, it
should be worth to you and the more you should be disposed to
choose it over other desirable things.

PROSPECTS FOR AN ANALYSIS OF CHANCE

Consider once more the Principal Principle as reformulated:
Pro(A) = C(A/H,oTo).

Or in words: the chance distribution at a time and a world comes from
any reasonable initial credence function by conditionalizing on the
complete history of the world up to the time, together with the com-
plete theory of chance for the world.

Doubtless it has crossed your mind that this has at least the form of
an analysis of chance. But you may well doubt that it is informative as
an analysis; that depends on the distance between the analysandum and
the concepts employed in the analysans.

Not that it has to be informative as an analysis to be informative. I
hope I have convinced you that the Principal Principle is indeed
informative, being rich in consequences that are central to our ordinary
ways of thinking about chance.

There are two different reasons to doubt that the Principal Principle
qualifies as an analysis. The first concerns the allusion in the analysans
to reasonable initial credence functions. The second concerns the
allusion to complete theories of chance. In both cases the challenge is
the same: could we possibly get any independent grasp on this con-
cept, otherwise than by way of the concept of chance itself? In both
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cases my provisional answer is: most likely not, but it would be worth
trying. Let us consider the two problems in turn.

It would be natural to think that the Principal Principle tells us
nothing at all about chance, bur rather tells us something about what
makes an initial credence function be a reasonable one. To be reason-
able is to conform to objective chances in the way described. Put this
strongly, the response is wrong: the Principle has consequences, as we
noted, that are about chance and not at all about its relationship to
credence. (They would be acceptable, I trust, to a believer in objective
single-case chance who rejects the very idea of degree of belief.) It tells
us more than nothing about chance. But perhaps it is divisible into two
parts: one part that tells us something about chance, another that takes
the concept of chance for granted and goes on to lay down a criterion
of reasonableness for initial credence.

Is there any hope that we might leave the Principal Principle in
abeyance, lay down other criteria of reasonableness that do not men-
tion chance, and get a good enough grip on the concept that way? It’s a
lot to ask. For note that just as the Principal Principle yields some con-
sequences that are entirely about chance, so also it yields some that are
entirely about reasonable initial credence. One such consequence 15 as
follows. There is a large class of propositions such thatif ¥ is any one
of these, and C, and C, are any two reasonable initial credence func-
tions, then the functions that come from C; and C, by conditionaliz-
ing on Y are exactly the same. (The large class is, of course, the class of
members of history-theory partitions for all times.) That severely
limits the ways that reasonable initial credence functions may differ,
and so shows that criteria adequate to pick them out must be quite
strong. What might we try? A reasonable initial credence function
ought to (1) obey the laws of mathematical probability theory;
(2) avoid dogmatism, at least by never assigning zero credence to pos-
sible propositions and pehaps also by never assigning infinitesimal cre-
dence to certain kinds of possible propositions; (3) make it possible to

learn from experience by having a built-in bias in favor of worlds
where the future in some sense resembles the past; and perhaps
(4) obey certain carefully restricted principles of indifference, thereby
respecting certain symmetries. Of these, critera (1)-(3) are all very
well, but surely not yetstrong enough. Given Cy satistying (1)=(3), and
given any proposition Y that holds at more than one world, it will be
possible to distort C; very slightly to produce Cs, such that C,(—/Y)
and Cy(—/Y) differ but C, also satisfies (1)=(3). Tt is less clear what (4)
might be able to do for us. Mostly that is because (4) is less clear sim-
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pliciter, in view of the fact that it is not possible to obey too many dif-
ferent restricted principles of indifference at once and it is hard to give
mooa reasons to prefer some over their competitors. It also remains
possible, of course, that some criterion of reasonableness along differ-
ent lines than any I have mentioned would do the trick.

[turn now to our second problem: the concept of a complete theory
of chance. In saying what makes a certain proposition be the complete
theory of chance for a world (and for any world where it holds), T gave
an explanation in terms of chance. Could these same propositions pos-
sibly be picked out in some other way, without mentioning chance?

The mcmmaom turns on an underlying metaphysical issue. A broadly
Ecﬁomz doctrine (something I would very much like to believe if at all
possible) holds that all the facts there are about the world are particular
facts, or combinations thereof. This need not be taken as a doctrine of
analyzability, since some combinations of particular facts cannot be
8@88&.5 w:%\mz:m way. It might be better taken as a doctrine of
supervenience: if two worlds match perfectly in all matters of particu-
Ew tact, they match perfectly in all other ways too—in modal proper-
ties, laws, causal connections, chances, ’ It seems that if this
broadly Humean doctrine is false, then chances are a likely candidate
to U.m the mum& counter-instance. And if chances are not m:@m\?n:mm:ﬁ on
particular fact, then neither are complete theories of chance. For the

chances at a world are jointly determined by its complete theory of
chance together with propositions about its history, which latter
Emwz? are supervenient on particular fact. g

It mr.m:mmm are not supervenient on particular fact, then neither
o.rmsg itself nor the concept of a complete theory of chance could pos-
m_zw\ be analyzed in terms of particular fact, or of anything super-
venient thereon. The only hope for an analysis would be to use
something in the analysans which is itself not supervenient on particu-
lar fact. I cannot say what that something might be.

Eoé.gmmwﬂ mrmaom, and complete theories of chance, be supervenient
on particular fact? Could something like this be right: the complete
&ooQ of chance for a world is that one of all possible complete theo-
ries of chance that somehow best fits the global pattern of outcomes
and frequencies of outcomes? It could not. For consider any such glo-
bal pattern, and consider a time long before the pattern is no\BEmR At
that time, the pattern surely has some chance of coming about .mzm
some nﬁw:nm of not coming about. There is surely some chance of a
very different global pattern coming about; one which, according to
the proposal under consideration, would make true some different
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complete theory of chance. But a complete theory of chance is not
something that could have some chance of coming about or not com-
ing about. By the Principal Principle,

PelTo) = C(T oW/ H W Ty) = 1.

T

If 7., is something that holds in virtue of some global pattern of par-
ticular fact that obtains at world w, this pattern must be one that has no
chance at any time (at @) of not obrtaining. If w1s a world where many
matters of particular fact are the outcomes of chance processes, then 1
fail to see what kind of global pattern this could possibly be.

But there is one more alternative. I have spoken as if I took it for
granted that different worlds have different history-to-chance con-
ditionals, and hence different complete theories of chance. Perhaps this
is not so: perhaps all worlds are exactly alike in the dependence of
chance on history. Then the complete theory of chance for every
world, and all the conditionals that comprise it, are necessary. They
are supervenient on particular fact in the trivial way that what is non-
contingent is supervenient on anything—no two worlds differ with
respect to it. Chances are still contingent, but only because they
depend on contingent historical propositions (information about the
details of the coin and tosser, as it might be) and not also because they
depend on a contingent theory of chance. Our theory is much simplified
if this is true. Admissible information is simply historical information;
the history-theory partition at ¢ is simply the partition of alternative
complete histories up to ¢; forany reasonable initial credence function C

NVZEA\wv = QA\W\\\INT::Y

so that the chance distribution at ¢ and @ comes from C by condi-
tionalizing on the complete history of @ up to t. Chance is reasonable
credence conditional on the whole truth about history up to a tme.
The broadly Humean doctrine is upheld, so far as chances are con-
cerned: what makes it true at a time and a world that something has a
certain chance of happening is something about matters of particular
fact at that time and (perhaps) before.

What's the catch? For one thing, we are no longer safely exploring
the consequences of the Principal Principle, but rather engaging in
speculation. For another, our broadly Humean speculation that
history-to-chance conditionals are necessary solves our second problem
by making the first one worse. Reasonable initial credence functions are
constrained more narrowly than ever. Any two of them, C, and C5, are
now required to yield the same function by conditionalizing on the com-
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plete history of any world up to any time. Put it this way: according to
our broadly Humean speculation (and the Principal Hulmnﬁwmv it I were
perfectly reasonable and knew all about the course of history up to now
(no matter what that course of history actually is, and no matter what
time is now) then there would be only one credence function I could
have. Any other would be unreasonable.

It is not very easy to believe that the requirements of reason leave so
little leeway as that. Neither is it very easy to believe in features of the
world that are not supervenient on particular fact. But if I am right,
that seems to be the choice. I shall not attempt to decide between the
Humean and the anti-Humean variants of my approach to credence
and chance. The Principal Principle doesn’t.
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Postscripts to

“A Subjectivist’s Guide
to Objective Chance”

A.NO ASSISTANCE NEEDED'

Henry Kyburg doubts that the Principal Principle has as much scope
as my praise of it would suggest. He offers a continuation of my ques-
tionnaire, says that his added questions fall outside the scope of the
Principal Principle, and suggests that we need some Assistant Principle
to deal with them. His first added question is as follows.?

Question. You are sure that a certain coin is fair. It was tossed this morn-
ing, but you have no information about the outcome of the toss. To what
degree should you believe the proposition that it landed heads?

Answer. 50 per cent, of course.

That’s the right answer (provided the question is suitably interpreted).
But the Principal Principle, unassisted, does suffice to yield that
answer. What we must bear in mind is that the Principle relates time-
dependent chance to time-dependent admissibility of evidence; and
that it applies to any time, not only the present.

Kyburg thinks the Principle falls silent “since there is no chance
that the coin fell other than the way it did,” and quotes me to the
effect that “what’s past is no longer chancy.” Right. We won’t get
anywhere if we apply the Principle to present chances. But what’s
past was chancy, if indeed the coin was fair; so let’s see what we get
by applying the Principle to a past time, and working back to present
credences. Notation:

In writing this postscript, | have benefited from a discussion by W. N. Reinhardt (per-
sonal communication, 1982). Reinhardt’s treatment and mine agree on most but not all

Henry E. Kyburg, Jr., “Principle Investigation,” Journal of Philosophy 78 (1981):

772--78.
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t: atime just before the toss,
C: a reasonable initial credence function that will yield my later
credences by conditionalizing on total evidence,
Co: my present credence function,
A: the proposition that the coin fell heads,
X: the proposition that the coin was fair, that is that its chance at
t of falling heads was 50%,
E: the part of my present total evidence that is admissible at r,
F: the rest of my present total evidence.

Since ex hypothesi I'm certain of X, we have
(1) Cy = Co(~/X).
By definition of C, we have
(2) Cp = C(~/EF),.
Assuming that F 1s irrelevant to the tosses, we have
(3) C(A/XEF) = C(A/XE).
By the Principal Principle, applied not to the present but to ¢, we have
(4) C(A/XE) = 50%.
Now, by routine calculation from (1)-(4) we have
(5) Co(A) = 50%.

which answers Kyburg’s question.

Step (3) deserves further examination, lest you suspect it of conceal-
ing an Assistant Principle. Recall that F is the part of my present total
evidence that was not admissible already at time ¢. Presumably it con-
sists of historical information about the interval between r and the
present. For historical information about earlier times would be
already admissible at ¢; and historical information about later times, or
nonhistorical information, could scarely be part of my present total
evidence. (Here, as in the paper, I set aside strange possibilities in
which the normal asymmetries of time break down. So far as I can tell,
Kyburg is content to join me in so doing.) Thus if I had watched the
toss, or otherwise received information about its outcome, that infor-
mation would be included in F.

However, Kyburg stipulated in his question that “you have no infor-
mation about the outcome of the toss”. We might reasonably construe
that to mean that no information received between r and the present is
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evidentially relevant to whether the coin fell heads, with evidential rel-
evance construed in the usual way in terms of credence. Then (3) comes
out as a stipulated condition of the problem, not some extra principle.
There is a different, stricter way that Kyburg’s stipulation might
perhaps be construed. It might only exclude information that settles
the outcome decisively, leaving it open that I have information that
bears evidentially on the outcome without settling it. For instance, it
might be that the tosser promised to phone me if the toss fell heads, I
got no phone call, but that is far from decisive because my phone 1s not
reliable. On that construal, we are not entitled to assume (3). But on
that construal Kyburg’s answer is wrong; or anyway 1t isn’t right as a
matter of course on the basis of what he tells us; so we don’t want any
principle that delivers that answer.
Kyburg has a second added question to challenge the Principal Prin-
ciple.
Question. As above, but you know that the coin was tossed 100 times, and
landed heads 86 times. To what degree should you believe the proposition
that it landed heads on the first toss?

Answer. 86 per cent.

The strategy for getting the Principal Principle to yield an answer is the
same as before, but the calculation 1s more complicated. Notation as
before, except for

A:  the proposition that the coin fell heads on the first toss,
B: the proposition that the coin fell heads 86 times out of 100,

X: the proposition that the coin was fair, that is that its chance
at ¢ of falling heads was 50% on each toss,

F:  the rest of my present total evidence, besides the part that
was admissible at ¢, and also besides the part B,

x:  the fraction of heads-tails sequences of length 100 in which
there are 86 heads.

Our equations this ume are as follows. They are justified in much the
same way as the like-numbered equations above. But this time, to get
the new (2) we split the present total evidence into three parts B, E, and
F. And to get the new (4), we use the Principal Principle repeatedly to
multiply endpoint chances, as was explained in the section of the paper
dealing with chance of frequency.
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(1) As before;
(2) Co= C(—/BEF);
(3) C(A/XBEF) = C(A/XBE);
(4) C(AB/XE) = x86%, C(B/XE) = x;
(5) Co(A) = 86%.

Kyburg also thinks I need an extra “Principle of Integration” which I
neglected to state. But this principle, it turns out, has nothing especially
to do with chance! It is just a special case of a principle of infinite addi-
tivity for credences. Indeed it could be replaced, at the point where he
claims I tacitly used it, by finite additivity of credences. (And finite
additivity goes without saying, though I nevertheless did say it.) To be
sure, if we want to treat credences in the setting of nonstandard analysis,
we are going to want some kind of infinite additivity. And some kind of
infinite additivity comes automatically when we start with finite
additivity and then treat some infinite sets as if they were finite. It is an
interesting question what kind of infinite addivity of credences we can
reasonably assume in the nonstandard setting. But this question belongs
entirely to the theory of credence—not to the connection berween
chance and credence that was the subject of my paper.

B. CHANCE WITHOUT CHANCE?

Isaac Levi thinks that I have avoided confronting “‘the most important
problem about chance”; which problem, it seems, is the reconciliation
of chances with determinism, or of chances with different chances.?
Consider a toss of coin. Levi writes that

... in typical cases, the agent will and should be convinced that infor-
mation exists (though inaccessible to him) which is highly relevant [to the
outcome}. Thus, the agent may well be convinced that a complete history
through [the onset of the toss] will include a specification of the initial
mechanical state of the coin upon being tossed and boundary conditions
which, taken together, determine the outcome to be heads up or tails up
according to physical laws.

... given the available knowledge of physics, we cannot [deny thar the
mechanical state of the coin at the onset of the toss determines the out-

3 Isaac Levi, review of Studies in Inductive Logic and Probability, ed. by R. C. Jeffrey,
Philosophical Review 92 (1983): 120-21.
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come] provided we can assume the motion of the coin . . . to be sealed off
from substantial external influences. But even if we allow for fluctuations in
the boundary conditions, we would not suppose them so dramatic as to
permit large deviations from Oor 1 to be values of the chances of heads. .

And vet

Lewis, however, appears ready to assign .5 to the chance of [the] coin
landing heads up. . . .

So how do I square the supposition that the chance of heads 1s 50%
with the fact that it is zero or one, or anyway it does not deviate much
from zero or one?

[ don’t. If the chance is zero or one, or close to zero or one, then it
cannot also be 50%. To the question how chance can be reconciled
with determinism, or to the question how disparate chances can be
reconciled with one another, my answer is: it can’t be done.

[t was not I, but the hvpothetical “you’
appeared ready to assign a 50% chance of heads. If my example con-
cerned the beliefs of an ignoramus, it is none the worse for that.

)

in my example, who

[ myself am in a more complicated position than the character in this
example. (That is why [ made an example of him, not me.) I would not
give much credence to the proposition that the coin has a chance of
heads of 50% exactly. I would give a small share of credence to the
proposition that it is zero exactly, and an equal small share to the
proposition that it is one exactly. I would divide most of the rest of my

(873

credence between the vicinity of 50%, the vicinity of zero, and the
vicinity of one.

The small credence T give to the extremes, zero and one exactly,
reflects my shight uncertainty about whether the world is chancy at all.
Accepted theory says it 1s, of course; but accepted theory is not in the
best of toundational health, and the sick spot (reduction of the wave
function brought on by measurement) is the very spot where the theory
goes indeterministic. But most of my credence goes to the orthodox view
that there are plenty of chance processes in microphysics. And not just
the microphysics of extraordinary goings-on in particle accelerators!
No; for instance the making and breaking of chemical bonds is chancy,
so is the coherence of solids that stick together by means of chemical
bonding, so 1s the elasticity of collisions between things that might
bond briefly before they rebound,. . . . So is any process whatever that
could be disrupted by chance happenings nearby—and infallible
“sealing off”" is not to be found.

In Levi’s physics, a coin coming loose from fingers and tumbling in
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air until it falls flat on a table is a classical system, an oasis of determin-
ism in a chancy microworld. [ do not see how that can be. The coin,
and the fingers and the air and the table, are too much a part of that
microworld. There are also the external influences, which cannot be
dismissed either by requiring them to be substantial or by invoking fic-
titious seals; but never mind, let us concentrate on the toss itself. There
is chance enough in the processes by which the coin leaves the fingers;
in the processes whereby it bounces off air molecules and sends them
recoiling off, perhaps to knock other molecules into its path; in the
process whereby the coin does or doesn’t stretch a bit as it spins,
thereby affecting its moment of inertia; and in the processes whereby it
settles down after first touching the table. In ever so many minute
ways, what happens to the coin is a matter of chance.

But all those chance effects are so minute.—But a tossed coin is so
sensitive to minute differences. Which dominates—minuteness or
sensitivity? That is a question to be settled not by asking what a
philosopher would find it reasonable to suppose, but by calculation.
The calculations would be difficult. We may not make them easier by
approximations in which expected values replace chance distributions.
I have not heard of anyone who has attempted these calculations, and
of course they are far beyond my own power. Maybe they are beyond
the state of the art altogether. Without them, I haven’t a clue whether
the minuteness of the chance effects dominates, in which case the
chance of heads is indeed close to zero or one; or whether instead the
sensitivity dominates, in which case the chance of heads is close to
50%. Hence my own distribution of credence.

The hypothetical “you” in my example has a different, simpler dis-
tribution. Why? He might be someone who has done the calculations
and found that the sensitivity dominates. Or he might have been so
foolish as to intuit that the sensitivity would dominate. Or he might be
altogether misinformed.

Well-informed people often say that ordinary gambling devices are
deterministic systems. Why? Perhaps it is a hangover of instrumen-
talism. If we spoke as instrumentalists, we would be right to say so—
meaning thereby not that they really are deterministic, but rather that
it is sometimes instrumentally useful to pretend that they are. To the
extent that it is feasible to predict gambling devices at all—we can’t
predict heads or tails, but we can predict, for instance, that the coin
won’t tumble in mid-air until next year, and won’t end up sticking to
the wall—deterministic theories are as good predictive instruments as
can be had. Perhaps when the instrumentalist expert says that tossed
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coins are deterministic, the philosopher misunderstands him, and
thinks he means that tossed coins are deterministic.

Can it be that Levi himself was speaking as an instrumentalist in the
passages I cited? If so, then the problem of reconciling chance and
determinism is not very hard. It is just the problem of reconciling truth
&3\&3&3 with truth in fiction. In truth, nobody lived at 221B Baker
Street; in fiction, Holmes lived there. In truth, most likely, the coin is
chancy; in fiction, it is deterministic. No worries. The character in my
example, of course, was meant to be someone who believed that the
chance of heads was 50% in truth—not in fiction, however instrumen-
tally useful such fiction might be.

There is no chance without chance. If our world is deterministic
there are no chances in it, save chances of zero and one. Likewise if our
world somehow contains deterministic enclaves, there are no chances
in those enclaves. If a determinist says that a tossed coin s fair, and has
an equal chance of falling heads or tails, he does not mean what I mean
when he speaks of chance. Then what does he mean? This, I suppose, is
the question Levi would like to see addressed. It is, of course, a more
urgent question for determinists than it is for me.

That question has been sufficiently answered in the writings of
Richard Jeffrey and Brian Skyrms on objectified and resilient cre-
dence.* Without commiting themselves one way or the other on the
question of determinism, they have offered a kind of counterfeit
chance to meet the needs of the determinist. It 1s a relative affair, and
apt to go indeterminate, hence quite unlike genuine chance. But what
better could a determinist expect?

According to my second formulation of the Principal Principle, we
have the history-theory partition (for any given time); and the chance
distribution (for any given time and world) comes from any reasonable
initial credence function by conditionalizing on the true cell of this
partition. That is, it 1s objectified in the sense of Jeffrey. Let us note
three things about the history-theory partition.

(1) Tt seems to be a natural partition, not gerrymandered. [t is
what we get by dividing possibilities as finely as possible in
certain straightforward respects.

* Richard C. Jeffrey, The Logic of Decision (New York: McGraw-Hill, 1965; second
edition, Chicago: University of Chicago Press, 1983) Section 12.7; Brian Skyrms,
“Resiliency, Propensities, and Causal Necessity,” Journal of Philosophy 74 Qowd“
704-13; Brian Skyrms, Causal Necessity (INew Haven: Yale University Press, 1980),
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(2) It is to some extent feasible to investigate (before the time in
question) which cell of this partition is the true cell; but

(3) itis unfeasible (before the time in question, and without pecu-
liarities of time whereby we could get news from the future) to
investigate the truth of propositions that divide the cells.

Hence if we start with a reasonable initial credence function and do
enough feasible investigation, we may expect our credences to converge
to the chances; and no amount more feasible investigation (before the
time) will undo that convergence. That is, after enough investigation,
our credences become resilient in the sense of Skyrms. And our cre-
dences conditional on cells of the partition are resilient from the outset.

Conditions (1)—(3) characterize the history-theory partition; but not
uniquely. Doubtless there are other, coarser partitions, that also satisty
the conditions. How feasible is feasible? Some investigations are more
feasible than others, depending on the resources and techniques avail-
able, and there must be plenty of boundaries to be drawn between the
feasible and the unfeasible before we get to the ultimate boundary
whereby investigations that divide the history-theory cells are the most
unfeasible of all. Any coarser partition, if it satisfies conditions (1)—(3)
according to some appropriate standards of feasible investigation and of
natural partitioning, gives us a kind of counterfeit chance suitable for use
by determinists: namely, reasonable credence conditional on the true
cell of that partition. Counterfeit chances will be relative to partitions;
and relative, therefore, to standards of feasibility and naturalness; and
therefore indeterminate unless the standards are somehow settled, or at
least settled well enough that all remaining candidates for the partition
will yield the same answers. Counterfeit chances are therefore not the
sort of thing we would want to find in our fundamental physical theo-
ries, or even in our theories of radioactive decay and the like. But they
will do to serve the conversational needs of determinist gamblers.

C.LAWS OF CHANCE

Despite the foundational problems of quantum mechanics, it remains a
good guess that many processes are governed by probabilistic laws of
nature. These laws of chance, like other laws of nature, have the form
of universal generalizations. Just as some laws concern forces, which
are magnitudes pertaining to particulars, so some laws concern single-
case chances, which likewise are magnitudes pertaining to particulars.
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For instance, a law of chance might say that for any tritium atom and
any tume when it exists, there is such-and-such chance of that atom
decaying within one second after that time.” What makes it at least a
regularity—a true generalization—is that for each tritium atom and
time, the chance of decay is as the law says it is. What makes it a law, [
suggest, 1s the same thing that gives some others regularities the status
of laws: it fits into some integrated system of truths that combines sim-
plicity with strength in the best way possible.®

This 1s a kind of regularity theory of lawhood; but it is a collective
and selective regularity theory. Collective, since regularities earn their
lawhood not by themselves, but by the joint efforts of a system in
which they figure either as axioms or as theorems. Selective, because
not just any regularity qualifies as a law. If it would complicate the
otherwise best system to include it as an axiom, or to include premises
that would imply it, and if it would not add sufficient strength to pay
its way, then it is left as a merely accidental regularity.

Five remarks about the best-system theory of lawhood may be use-
ful before we return to our topic of how this theory works in the pres-
ence of chance.

? Peter Railton employs laws of chance of just this sort to bring probabilistic explanation
under the deductive-nomological model. The outcome itself cannot be deduced, of
course; but the single-case chance of it can be. See Railton, “A Deductive- Nomological
Model of Probabilistic Explanation,” Philosophy of Science 45 (1978): 206-26: and the
final section of my “Causal Explanation’ in this volume.

“ [ advocate a best-system theory of lawhood in Comnterfactuals (Oxford: Blackwell,
1973), pp. 73-75. Similar theories of lawhood were held by Mill and, briefly, by
Ramsey. See John Stuart Mill, A System of Logic (London: Parker, 1843), Book I1I,
Chapter IV, Section 1; and F. P. Ramsey, “Universals of Law and of Fact,” in his
Foundations (London: Routledge & Kegan Paul, 1978). For further discussion, see
John Earman, “Laws of Nature: The Empiricist Challenge,” in D. . Armstrong, ed.
by Radu J. Bogdan (Dordrecht: Reidel, 1984).

Mill’s version is not quite the same as mine. He says that the question what are the
laws of nature could be restated thus: “What are the fewest general propositions from
which all the uniformities which exist in the universe might be deductively inferred?”;
so it seems that the ideal system is supposed to be complete as regards uniformities,
that it may contain only general propositions as axioms, and that its thesrems do not
qualify as laws.

It is not clear to me from his brief statement whether Ramsey’s version was quite
the same as mine. His summary statement (after changing his mind) that he had taken
laws to be “consequences of those propositions we should take as axioms if we knew
everything and organized it as simply as possible into a deductive system” (Founda-
tions, p. 138) is puzzling. Besides Ramsey’s needless mention of knowledge, his “it”
with antecedent “everything” suggests that the ideal system is supposed to imply
everything true. Unless Ramsey made a stupid mistake, which is impossible, that can-
not have been his intent; it would make all regularities come out as laws.
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(1) The standards of simplicity, of strength, and of balance between
them are to be those that guide us in assessing the credibility of rival
hypotheses as to what the laws are. In a way, that makes lawhood
depend on us—a feature of the approach that I do not at all welcome!
But at least it does not follow that lawhood depends on us in the most
straightforward way: namely, that if our standards were suitably differ-
ent, then the laws would be different. For we can take our actual stan-
dards as fixed, and apply them in asking what the laws would be in
various counterfactual situations, including counterfactual situations in
which people have different standards—or in which there are no people
atall. Likewise, it fortunately does not follow that the laws are different
at other times and places where there live people with other standards.

(2) On this approach, it is not to be said that certain generalizations
are lawlike whether or not they are true, and the laws are exactly those
of the lawlikes that are true. There will normally be three possibilities
for any given generalization: that it be false, that it be true but acciden-
tal, and that it be true as a law. Whether 1t is true accidentally or as a
law depends on what else is true along with it, thus on what integrated
systems of truths are available for it to enter into. To illustrate the
point: it may be true accidentally that every gold sphere is less than one
mile in diameter; but if gold were unstable in such a way that there was
no chance whatever that a large amount of gold could last long enough
to be formed into a one-mile sphere, then this same generalization
would be true as a law.

(3) 1do not say that the competing integrated systems of truths are
to consist entirely of regularities; however, only the regularities in the
best system are to be laws. It is open that the best system might include
truths about particular places or things, in which case there might be
laws about these particulars. As an empirical matter, I do not suppose
there are laws that essentially mention Smith’s garden, the center of the
earth or of the universe, or even the Big Bang. But such laws ought not
to be excluded a priori.”

(4) Tt will trivialize our comparisons of simplicity if we allow our
competing systems to be formulated with just any hoked-up primi-

7 In defense of the possibility that there might be a special law about the fruit in Smith’s
garden, see Michael Tooley, “The Nature of Laws,” Canadian Journal of Philosophy 7
(1977): 667-98, especially p. 687; and D. M. Armstrong, What is a Law of Nature?
(Cambridge: Cambridge University Press, 1983), Sections 3.1, 3.11, and 6.VIL. In “The
Universality of Laws,” Philosophy of Science 45 (1978): 173-81, John Earman observes
that the best-system theory of lawhood avoids any « priori guarantee that the laws will
satisfy strong requirements of universality.



124 Probability

tives. So | take it that this kind of regularity theory of lawhood
requires some sort of inegalitarian theory of properties: simple systems
are those that come out formally simple when formulated in terms of
perfectly natural properties. Then, sad to say, it’s.useless (though true)
to say that the natural properties are the ones that figure in laws.®

(5) If two or more systems are tied for best, then certainly any regu-
larity that appears in all the tied systems should count as a law. But
what of a regularity that appears in some but not all of the tied sys-
tems? We have three choices: it is not a law (take the intersection of the
tied systems); it is a law (take the union); it is indeterminate whether it
is law (apply a general treatment for failed presuppositions of unique-
ness). If required to choose, I suppose I would favor the first choice;
but it seems a reasonable hope that nature might be kind to us, and put
some one system so far out front that the problem will not arise. Like-
wise, we may hope that some system will be so far out front that it will
win no matter what the standards of simplicity, strength, and balance
are, within reason. If so, it will also not matter if these standards them-
selves are unsettled. To simplify, let me ignore the possibility of ties, or
of systems so close to tied that indeterminacy of the standards matters;
if need be, the reader may restore the needed complications.

To return to laws of chance: if indeed there are chances, they can be
part of the subject matter of a system of truths; then regularities about
them can appear as axioms or theorems of the best system; then such
regularities are laws. Other regularities about chances might fail to earn
a place in the best system; those ones are accidental. All this is just as it
would be for laws about other magnitudes. So far, so good.

But there is a problem nearby; not especially a problem about laws
of chance, but about laws generally in a chancy world. We have said
that a regularity is accidental if it cannot earn a place in the best system:
if it 1s too weak to enter as an axiom, and also cannot be made to follow
as a theorem unless by overloading the system with particular infor-
mation. That i1s one way to be accidental; but it seems that a regularity
might be accidental also for a different and simpler reason. It might
hold merely by chance. It might be simple and powerful and well
deserve a place in the ideal system and vet be no law. For it might have,
or it might once have had, some chance of failing to hold; whereas it
seems very clear, contra the best-system theory as so far stated, that no
genuine law ever could have had any chance of not holding. A world of

* See my “New Work for a Theory of Universals,” Australasian Journal of Philosophy
61 (1983): 343-77, especially pp. 366-68.
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lawful chance might have both sorts of accidental regularitites, some
disqualified by their inadequate contribution to simplicity and strength
and others by their chanciness.

Suppose that radioactive decay is chancy in the way we mostly
believe it to be. Then for each unstable nucleus there is an expected
lifetime, given by the constant chance of decay for a nucleus of that
species. It might happen—there is some chance of it, infinitesimal but
not zero—that each nucleus lasted for precisely its expected lifetime,
no more and no less. Suppose that were so. The regularity governing
lifetimes might well qualify to join the best system, just as the corre-
sponding regularity governing expected lifetimes does. Still, it is not a
law. For if it were a law, it would be a law with some chance—in fact,
an overwhelming chance—of being broken. That cannot be so.”

(Admittedly, we do speak of defeasible laws, laws with exceptions,
and so forth. But these, I take it, are rough-and-ready approximations
to the real laws. There real laws have no exceptions, and never had any
chance of having any.)

Understand that I am not supposing that the constant chances of
decay are replaced by a law of constant lifetimes. That is of course
possible. What is not possible, unfortunately for the best-system
theory, is for the constant chances to remain and to coexist with a law
of constant lifetimes.

If the lifetimes chanced to be constant, and if the matter were well
investigated, doubtless the investigators would come to believe in a law
of constant lifetimes. But they would be mistaken, fooled by a decep-
tive coincidence. It is one thing for a regularity to be a law; another
thing for it to be so regarded, however reasonably. Indeed, there are
philosphers who seem oblivious to the distinction; but I think these
philosophers misrepresent their own view. They are sceptics; they do
not believe in laws of nature at all, they resort to regarded-as-law regu-
larities as a substitute, and they call their substitute by the name of the
real thing.

? At this point I am indebted to correspondence and discussion with Frank Jackson, aris-
ing out of his discussion of “Hume worlds” in ““A Causal Theory of Counterfactuals,”
Australasian Journal of Philosophy 55 (1977): 3-21, especially pp. 5-6. A Hume world,
as Jackson describes it, is “a possible world where every particular fact is as itis in our
world, but there are no causes or effects at all. Every regular conjunction is an acciden-
tal one, not a causal one.” 1 am not sure whether Jackson’s Hume world is one with
chances — lawless chances, of course — or without. In the former case, the bogus laws
of the Hume world would be like our bogus law of constant lifetimes, but on a grander
scale.
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So the best-system theory of lawhood, as it stands, is in trouble. I
propose this correction. Previous ly, we held a competition between all
true systems. Instead, let us admit to the competition only those sys-
tems that are true not by chance; that is, those that not only are true,
but also have never had any chance of being false. The field of eligible
competitors 1s thus cut down. But then the competition works as
before. The best system is the one that achieves as much simplicity as is
possible without excessive loss of strength, and as much strength as is
possible without excessive loss of simplicity. A law is a regularity that
1s included, as an axtom or as a theorem, in the best system.

Then a chance regularity, such as our regularity of constant life-
times, cannot even be included in any of the competing systems. A for-
tiori, it cannot be included in the best of them. Then it cannot count as
a law. It will be an accidental regularity, and for the right reason:
because it had a chance of being false. Other regularities may still be
accidental for our original reason. These would be regularities that
never had any chance of being false, but that don’t earn their way into
the best system because they don’t contribute enough to simplicity and
strength. For instance suppose that (according to regularities that do
earn a place in the best system) a certain quantity s strictly conserved,
and wcwﬁoé that the universe is finite in extent. Then we have a regu-
larity to the effect that the total of this quantity, over the entire
universe, always n@:mr a certain fixed value. This regularity never had
any chance of bei eing false. But it is not likely to earn a place in the best
system and qualify as a law.

In the pape
giving hypothetical information about the chance distribution that
would follow a given (fully specified) initial segment of history. Indeed,
my reformulation of the Principal Principle involves a “complete theory

r, I made much use of the history-to-chance conditionals

of chance” which is the noicznaoz of all such history-to-chance con-
I, and which therefore fully specifies
the way chances atany time &mﬁo:m on history up to that time.

[t is to be hoped that the history-to-chance conditionals will follow,
entirely or for the most part, from the laws of nature; and, in particu-

ditionals that hold at a m?m: worl

lar, from the laws of chance. We might indeed impose a requirement to
that effect on our competing systems. I have chosen not to. While the
thesis that chances might be entirely governed by law has some plausi-
bility, [ am not sure whether it deserves to be built into the analysis of
lawhood. Perhaps rather it is an empirical thesis: a virtue that we may
hope distinguishes our world from more chaotic worlds.

At any rate, we can be sure that the history-to-chance conditionals
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will not conflict with the system of laws of chance. Not, at any rate, in
what they say about the outcomes and chances that would follow any
initial segment of history that ever had any chance of coming mvocﬁ
Let H be a proposition ?:« specifying such a segment. Let ¢ be a ume
at which there was some chance that 2 would come about. Let L be
the conjunction of the laws. There was no chance, at ¢, of L being false.
Suppose for reductio first that we have a history-to-chance conditional
“if H, then A” (where A might, for instance, specify chances at the
end-time of the segment); and second that A and L jointy imply
not-4, so that the conditional conflicts with the laws. The - conditional
had no chance at ¢ of being false—this is an immediate consequence of
the reformulated Principal Principle. Since we had some chance at ¢ of
H, we had some chance of // holding along with the conditional, hence
some chance of H and A. And since there was no chance that L would
be false, there was some chance that all of H, A, and L would hold
together, so some chance at t of a contradiction. Which is impossible:
there never can be any chance of a contradiction.

A more subtle sort of conflict also is ruled out. Lett, L, and /H be as
before. Suppose for reductio first that we have a history-to-chance
conditional “if H, then there would be a certain positive chance of A”;
and second that /{ and L jointly imply not-A. This is not the same sup-
position as before: after all, it would be no contradiction if something
had a positive chance and still did not happen. But it is still a kind of
conflict: the definiteness of the law disagrees with the chanciness of the
conditional. To rule it out, recall that we had at t some chance of H,
but no chance of the conditional being false; so at ¢ there was a chance
of H holding along with the conditional; so at ¢ there was a chance
that, later, there would be a chance of A following the history H; but
chanciness does not increase with time (assuming, as always, the nor-
mal asymmetries); an earlier chance of a later chance of something
implies an earlier chance of 1t; so already at ¢ there was some chance of
H and A holding together. Now we can go on as before: we have that
at t there was no chance that L would be false, so some chance that all
of H, A, and L would hold together, so some chance at ¢ of a contradic-
tion; which is impossible

The best-system theory of lawhood in its original form served the
cause of Humean supervenience. History, the pattern of particular tact
throughout the universe, chooses the candidate systems, and the stan-
dards of selection do the rest. So no two worlds could differ in laws
without differing also in their history. But our correction spoils that.
The | laws of chance, and other laws besides—supervene now on
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the pattern of particular chances. If the chances in turn somehow
supervene on history, then we have Humean supervenience of the laws
as well; if not, not. The corrected theory of lawhood starts with the
chances. [t does nothing to explain them.

Once, circa 1975, 1 hoped to do better: to extend the best-system
approach in such a way that it would provide for the Humean super-
venience of chances and laws together, in one package deal. This was
my plan. We hold a oczﬁiso: of deductive systems, as before; but
we impose less stringent requirements of eligibility to enter the compe-
tition, and we change the terms on which candidate systems compete.
We no longer require a candidate system to be entirely true, sull less do
we require that it never had any chance of being false. Instead, we only
require that a candidate system be true in érﬁ it says about history;
we leave it open, for now, whether it also is true in what it says about
chances. We also impose a requirement of coherence: each candidate
system miust :5@7 that the chances are such as to give that very system
no chance at any time of being false. Once we have our competing sys-
tems, they vary in simplicity and in strength, as before. But also they
vary in what [ shall call fir: a system fits a world to the extent that the
history of that world is a comparatively probable history according to
that system. (No history will be very probable; in fact, any history for
a world like ours will be very :j?,cvmv e according to any system that
deserves in the end to be accepted as correct; but sull, some are more
probable than others.) If the histories permitted by a system formed a
tree with finitely many branch points and finitely many alternatives at
each point, and the system specified chances for each alternative at each
branch point, then the fit between the system and a branch would be
the product of these chances along that branch; and likewise, some-
how, for the wr: eral, infinite case. (Never mind the details if, as 1 think,
the plan won't Qomw anyway.) The best system will be the winner,
now, in a three-way balance between simplicity, strength, and fit. As
before, the laws are the generalizations that appear as axioms or the
rems in the best system; further, the true chances are the chances as
they are according to the best system. So 1t turns out that the best sys-
tem is true inits entirety— true in what it says about chances, as well as
in what it says about history. So the laws of chance, as well as othe
laws, turn out to be true; and further, to have had no chance at any
time of being false. We have our Humean supervenience of chances
and of _méf because history selects the candidate systems, history
determines how well each one fits, and our standards of selection do
the rest. We will tend, cereris paribus, 1o get the proper agreement
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between frequencies and uniform chances, because that agreement 1s
conducive to fit. But we leave it open that frequencies may chance
to differ from the uniform chances, since ceteris may not be paribus
and the chances are under pressure not only to fit the frequencies
but also to fit into a simple and strong system. All this seems very
nice.

But it doesn’t work. Along with simpler analyses of chance in terms
of actual frequency, it falls victim to the main argument in the last sec-
tion of the paper. Present chances are determined by history up to
now, together with history-to-chance conditionals. These con-
ditionals are supposed to supervene, via the laws of chance of the best
system, on a global pattern of particular fact. This global pattern
includes future history. But there are various different futures which
have some present chance of coming about, and which would make
the best system different, and thus make the conditionals different,
and thus make the present chances different. We have the actual pres-
ent chance distribution over alternative futures, determined by the
one future which will actually come about. Using it, we have the
expected values of the present chances: the average of the present
chances that would be made true by the various futures, weighted by
the chances of those furures. But these presently expected values of
present chances may differ from the actual present chances. A peculiar
situation, to say the least.

And worse than peculiar. Enter the Principal Principle: it says first
that if we knew the present chances, we should conform our credences
about the future to them. But it says also that we should conform our
credences to the expected values of the present chances.'® If the two

% Let A be any proposition; let Py, Ps, . . . be a partition of propositions to the effect
that the present chance of A is x;, x5, . . . , respectively; let these propositons have
positive present chances of ¥y, y,, . . . , respectively; let C be a reasonable initial cre-

dence function; let £ be someone’s present total evidence, which we may suppose to be

presently admissible. Suppose that C(~/E) assigns probability 1 to the propositions
that the present chance of P is y,, the present chance of Py is y,, . . . . By addiuvity,

(1) CLA/E) = CLA/PEXC(P

) 4 CLAIPLE)C(PS/E) + .
By the Principal Principle

ANV QQQN\MV =Y

and
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differ, we cannot do both. So if the Principle is right (and if it is pos-
sible to conform our credences as we ought to), the two cannot differ.
So a theory that says they can is wrong.

That was the strategy behind my argument in the paper. But I
streamlined the argument by considering one credence in particular.
Let 7 be a full specification of history up to the present and of present
chances; and suppose for reductio that F 1s a nonactual future, with
some positive present chance of coming about, that would give a dif-
ferent present distribution of chances. What is a reasonable credence
for F conditionally on T? Zero, because F contradicts 7. But not zero,
by the Principal Principle, because it should equal the positive chance
of Fraccording to 7. This completes the reductio.

This streamlining might hide the way the argument exploits a pre-
dicament that arises already when we consider chance alone. Even one
who rejects the very idea of credence, and with it the Principal Prin-
ciple, ought to be suspicious of a theory that permits discrepancies
between the chances and their expected values.

If anyone wants to defend the best-system theory of laws and
chances both (as opposed to the best-system theory of laws, given
chances), [ suppose the right move would be to cripple the Principal
Principle by declaring that information about the chances at a time is
not, in general, admissible at that time; and hence that hypothetical
information about chances, which can join with admissible historical
information to imply chances at a time, is likewise inadmissible. The
reason would be that, under the proposed analysis of chances, infor-
mation about present chances is a disguised form of inadmissible infor-
mation about future history—to some extent, it reveals the outcomes
of matters that are presently chancy. That crippling stops all versions
of our reductio against positive present chances of futures that would

(3) CLA/PEY = x,,

CA/DP,E

{Since the C(P/EY's are positive, the C(A/PE)'s are well defined.) So we have the pre-

scription

(AVE) = Yaxy toyaxs

that the credence is to be equal to the expected value of chance.
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yield different present chances.'! [ think the costis excessive; in ordinary
calculations with chances, it seems intuitively right to reply on this
hypothetical information. So, much as I would like to use the best-
system approach in defense of Humean supervenience, [ cannot support
this way out of our difficulty.

I stand by my view, in the paper, that if there is any hope for
Humean supervenience of chances, it lies in a different direction: the
history-to-chance conditionals must supervene trivially, by not being
contingent at all. As noted, that would impose remarkably stringent

1

standards on reasonable belief. To illustrate: on this hypothesis,
enough purely historical information would suffice to tell a reasonable
believer whether the half-life of radon is 3.825 days or 3.852. What is
more: enough purely historical information about any initial segment
of the universe, however short, would settle the half-life! (It might
even be a segment before the time when radon first appeared.) For pre-
sumably the half-life of radon is settled by the laws of chance; any
nitial segment of history, aided by enough noncontingent history-to-
chance conditionals, suffices to settle any feature of the world that
never had a chance to be otherwise; and the laws are such a feature. But
just how is the believer, however reasonable, supposed to figure out
the half-life given his scrap of ancient history? We can hope, I suppose,
that some appropriate symmetries in the space of possibilities would
do the trick. But it seems hard to connect these hoped-for symmetries
with anything we now know about the workings of radioactive decay!

D. RESTRICTED DOMAINS

In reformulating the Principal Principle, I took care not to presuppose
that the domain of a chance distribution would include all proposi-
tions. Elsewhere I was less cautious. I am grateful to Zeno Swijtink for

' As to the version in the paper: declaring hypothetical information about chances inad-
missible blocks my reformulation of the Principal Principle, and it was this reformula-
tion that I used in the reductio.

As to the version in the previous footnote: if information about present chances is
inadmissible, then it becomes very questionable whether the total evidence £ can
indeed be admissible, given that C(-/E) assigns probability 1 to propositions about
present chance.

As to the streamlined version in this postscript: T includes information about pres-
ent chances, and its partial inadmissibility would block the use of the Principal Prin-

ciple to prescribe positive credence for F conditionally on 7.
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pomnting out (personal communication, 1984) that if I am to be
uniformly noncommital on this point, two passages in my final section
need correction.

I say that if C, and C, are any two reasonable initial credence func-
tions, and V is any member of the history-theory partition for any
time, then C;(=/Y) and Cy(—/Y) are “exactly the same.” Not so. The
most I can say is that they agree exactly in the values they assign to the
propositions in a certain (presumably large) set; namely, the domain of
the chance distribution implied by Y. My point stands: [ have a conse-
quence of the Principal Principle that is entirely about credence, and
that limits the ways in which reasonable initial credence functions can
differ.

Later I say that these differences are—implausibly—even more
limited on the hypothesis that the complete theory of chance is the
same for all worlds. The same correction is required, this time with
complete histories in place of history-theory conjunctions. Again my
point stands. The limitation of difference is less than 1 said, but still
implausibly stringent. Unless, of course, there are very few proposi-
tions which fall in the domains of chance distributions; but that
hypothesis also is very implausible, and so would not save the day for a
noncontingent theory of chance and for Humean supervenience.

My reason for caution was not that I had in mind some interesting
class of special propositions—as it might be, about free choices—that
would somehow fail to have well-defined chances. Rather, I thought it
might lead to mathematical difficulties to assume that a probability
measure is defined on all propositions without exception. In the usual
setting for probability theory—values in the standard reals, sigma-
additivity—that assumption is indeed unsafe: by no means just any
measure on a restricted domain of subsets of a given set can be
extended to a measure on all the subsets. I did not know whether there
would be any parallel difficulty in the nonstandard setting; it probably
depends on what sort of infinite additivity we wish to assume, just as
the difficulty in the standard setting arises only when we require more
than finite additiviry.

Plainly this reason for caution is no reason at all to think that the
domains of chance distributions will be notably sparser than the
domains of idealized credence functions.

- TWENTY -

Probabilities of Conditionals and
Conditional Probabilities

The truthful speaker wants not to assert falsehoods, wherefore he is
willing to assert only what he takes to be very probably true. He deems
it permissible to assert that A only if P(A) is sufficiently close to 1,
where P is the probability function that represents his system of
degrees of belief at the time. Assertability goes by subjective prob-
ability.

At least, it does in most cases. But Ernest Adams has pointed out an
apparent exception.' In the case of ordinary indicative conditionals, it
seems that assertability goes instead by the conditional subjective
probability of the consequent, given the antecedent. We define the
conditional probability function P(~/~) by a quotient of absolute prob-
abilities, as usual:

(1) P(C/A) = df P(CA)/P(A), if P(A) is positive.

(If the denominator P(A) is zero, we let P(C/A) remain undefined.)
The truthful speaker evidently deems it permissible to assert the indi-
cative conditional that if 4, then C (for short, A — C) only if P(C/A) is

' Ernest Adams, “The Logic of Conditionals”, Inguiry 8 (1965), 166~197; and “Prob-
ability and the Logic of Conditionals”, Aspects of Inductive Logic, ed. by Jaakko
Hintikka and Patrick Suppes, Dordrecht, 1966. I shall not here consider Adams’s sub-
sequent work, which differs at least in emphasis.
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