Limits of stability of the liquid phase in a lattice model with water-like properties

Srikanth Sastry  
Center for Polymer Studies and Department of Physics, Boston University, Boston, Massachusetts 02215

Francesco Sciortino  
Center for Polymer Studies and Department of Physics, Boston University, Boston, Massachusetts 02215  
and CRS4, Centro di Ricerca, Sviluppo e Studi Superiori in Sardegna, P. O. Box 488, 09100 Cagliari, Italy

H. Eugene Stanley  
Center for Polymer Studies and Department of Physics, Boston University, Boston, Massachusetts 02215

(Received 30 October 1992; accepted 1 March 1993)

Explicit study of the hydrogen bond network in water offers a microscopic approach to understanding the anomalous properties of water, while an alternate, thermodynamic approach is offered by the reentrant limit of stability (spinodal) conjecture. To relate the two approaches, we develop a lattice model based on microscopic considerations. We show that the model displays anomalous thermodynamic behavior that is in qualitative agreement with the behavior of water. We study the model in the mean field approximation and by numerical simulations. We explicitly demonstrate the interrelation between density maxima and the reentrance of the spinodal: both originate from the contribution of orientational degrees of freedom to the thermodynamics of the system. The metastable liquid state is bounded by a spinodal at positive pressures as well as negative pressures, where the positive pressure spinodal is the limit of stability with respect to the solid state. The liquid–gas and liquid–solid spinodals form a continuous locus, but the “critical” properties of these two spinodals are quite different. While the response functions (specific heat, compressibility) diverge at liquid–gas spinodal, at the liquid–solid spinodal they do not—even though the response functions tend to higher values in the same fashion as occurs near the liquid gas spinodal.

I. INTRODUCTION

Water, in the liquid phase, exhibits well-known anomalous behavior for a wide range of temperatures and pressures close to the coexistence line with the solid phase, such as the density maximum at 4 °C at atmospheric pressure, the isothermal compressibility minimum at 46 °C, and the rise upon cooling of the constant pressure specific heat. This anomalous behavior extends into the metastable region of the liquid and has been particularly well studied in the supercooled state, where these anomalies grow stronger. Experimental studies are, however, limited in the metastable region by homogeneous nucleation (whereby the stable phase of the system grows spontaneously) and by the challenge of attaining large negative pressures.

From a microscopic point of view, theoretical and experimental studies have established that the anomalous properties of water are related to the hydrogen bond network. Hence, microscopic approaches to explaining anomalies in water focus on the properties of this hydrogen bond network. An attempt to view the problem from a different perspective was initiated by Speedy and Angell, who observed that at atmospheric pressure, various thermodynamic quantities appear to diverge at a single temperature $T_i$ below the homogeneous nucleation temperature $T_N$. They proposed that $T_i$ corresponds to the absolute limit of stability (the spinodal) for the liquid and, further, that the locus of limits of stability for the liquid forms a continuous curve. Speedy showed that from the assumed shape of the limit of stability line, the thermodynamic anomalies of water—including the existence of a density maximum—could be deduced. The spinodal line estimated by Speedy turns around at a temperature of 35 °C and a pressure of −210 MPa, upon intersecting the line of density maxima, and reaches positive pressures at −45 °C. Speedy’s thermodynamic analysis has been generalized by Debenedetti et al., who derive relations for any liquid between density anomalies and spinodal behavior from requirements of thermodynamic consistency.

However, in spite of much work on the issue, the stability limit conjecture of Speedy and Angell remains unsettled. In particular, the conjecture has not been addressed by studies of the microscopic behavior of water. In order to understand the relationship between the microscopic causes of anomalies and the behavior of the limits of stability, we introduce a lattice-gas model based on the microscopic properties of water. Various lattice models have been studied previously, but generally, insufficient attention has been paid to the study of the metastable behavior, which is the focus of this paper. We obtain thermodynamic behavior that is in qualitative agreement with the behavior of water. We explicitly demonstrate the relationship between anomalous density behavior and the behavior of the limits of stability, both being obtained from a common microscopic mechanism. We show that at low
temperatures the liquid–gas spinodal merges with and gives way to the liquid–solid spinodal line, which becomes the physically relevant limit of stability. Thus, the reentrance of the spinodal does not imply that the liquid becomes unstable at low temperatures to gas-like fluctuations. The low-temperature fluctuations are the same that prompt the formation of the open ice structure.

II. MOTIVATION FOR THE MODEL

From the interpretation of experimental data, as well as from detailed microscopic results provided by computer simulations, liquid water is viewed as an imperfect network of hydrogen bonds: regions with strong linear hydrogen bonds intercalate with regions of distorted hydrogen bonds. While the low energy regions are characterized by tetrahedral coordination and a local density comparable with that of ice, the weakly bonded regions are characterized by a higher local density and by higher molecular mobility. In typical configurations the molecules in high density regions have more than four neighbors in their first coordination shell, and significantly larger orientational entropy compared to molecules in the low density region.

Thus, the gain in orientational entropy serves to stabilize the higher density (and higher energy) configurations with respect to energetically more favorable low density structures. A reflection of this mechanism is the persistence of the liquid state, even at temperatures at which the hydrogen bond energy is considerably larger than the thermal energy.

The above description of the liquid phase suggests that the transition from the solid to the liquid phase is driven by the rotational entropy gain associated with configurations of higher local density. Conversely, if we start at high temperatures where water behaves normally, similar considerations can explain the onset of anomalous behavior as the temperature is lowered; indeed, orientational entropy considerations are implicit in earlier work which describe water anomalies in terms of an increase in the concentration of four-bonded molecules, or pentagonal ring structures—all of which locally reduce the entropy and also the density. The formation of these specific structures as the temperature is reduced can be interpreted as the weakening of the entropic advantage of higher density states.

Thus, the inclusion of the entropic contribution associated with high density configurations is important for describing the behavior of water. Our purpose here is to develop a simple lattice-gas model incorporating these considerations.

III. THE MODEL

The basic features we want the model to incorporate are the following.

1. The low temperature state (ground state) of the system should have an open, low density structure like that of ice.

2. Linear hydrogen bonds can form between two molecules only when (a) the local configuration is open and (b) the participating molecules are properly oriented.

3. Increased local density with respect to the open structure must result in an increase in the (a) local energy and (b) the local entropy. The normal lowering of energy on increasing the number of neighbors is reversed in water due to the distortion of hydrogen bonds.

We describe the Hamiltonian constructed from these considerations in two steps. Also, for simplicity, we describe the model for a two-dimensional square lattice. The corresponding three-dimensional lattice will be described at the end of this section.

In the first step, we define a Hamiltonian that has, as its ground state, a low density configuration, with an open structure. We define an occupancy variable $n_i$ for each lattice site $i$. If $n_i = 1$, lattice site $i$ is said to be occupied by a molecule. If $n_i = 0$, lattice site $i$ is empty.

In order to define the open structure, we partition the lattice into two interpenetrating sublattices, $A$ and $B$, as shown in Fig. 1(a). In the ground state configuration, one sublattice is completely occupied and the other is empty. The Hamiltonian $H_1$ that describes such a ground state favors the occupation of adjacent sites on the same sublattice ($AA$ or $BB$ pairs) and disfavors the occupation of adjacent sites on different sublattices ($AB$ pairs). Thus we define

$$H_1 = -2e \sum_i \left( \sum_k n_{ik} n_{ik} + \sum_j n_{ij} n_{ij} \right) - 2J \sum_i \sum_j n_i (1 - n_j).$$

Here $\Sigma_i$, $\Sigma_{A}^{(AA)}$, $\Sigma_{B}^{(BB)}$, and $\Sigma_{A}^{(AB)}$ denote the sum over all sites in the lattice, the sum over the $z$ neighbors of site $i$ on the same sublattice, and the sum over the $z$ neighbors of site $i$ on the other sublattice (if $i$ is on sublattice $A$, $j$ is on sublattice $B$ and vice versa). The first term in (1) describes normal liquid behavior, where the energy is proportional to the number of interactions. The second term describes the extra energy (if $J > e$) gained by the formation of a linear hydrogen bond in the open structure, where sites on only one of the sublattices are occupied. Thus, in the ground state, each occupied site has $z$ interactions with occupied sites and contributes an interaction energy of $-2z(J+e)$. If we associate with each pair of occupied sites a "hydrogen bond," then the energy of a single hydrogen bond is $-4(J+e)$.

The Hamiltonian (1) satisfies all the conditions stated above, except (2b) and (3b), both of which refer to the orientational state of molecules. Since the model Hamiltonian $H_1$ so far contains no orientational degrees of freedom, (i) the hydrogen bond is not yet defined subject to any condition on the orientational state, and (ii) when the local density increases by the occupation of an $AB$ neigh-
FIG. 1. The division of the lattice into sublattices (A, B) and interactions of sites of the same sublattice (AA interactions) and different sublattices (AB interactions) are shown (a) for the two-dimensional square lattice, and (b) for the three-dimensional bcc lattice. The A sites are connected by solid diagonal lines to form one of the diamond sublattices. The B sites are connected by long dashed diagonal lines to form the other sublattice. Note that sites at the center of two adjacent cubes belong to different diamond sublattices. The short dashes in the lower right cube indicate AB interactions and should not be confused with the lines representing the division into sublattices. The AA interaction strength is always $-2\varepsilon$ while the AB interaction strength is $-2J$ or $-2\varepsilon$ depending on the orientational state of the molecule.

bor, there is no increase in entropy. Therefore we extend $H_1$ to incorporate such orientational degrees of freedom.

First, we must describe the orientational state of a molecule. We follow the spirit of Ref. 24 and associate with each occupied site $i$ an additional (Potts) variable, $\sigma_i$, which can take values between 1 and $q$ ($\sigma_i = 1, 2, \ldots, q$). We distinguish “bonding” from “nonbonding” orientations by associating a subset of possible values of $\sigma_i$ with orientations in which hydrogen bonding can take place. It is sufficient to choose this subset to be one specific value of $\sigma_i$, namely $\sigma_i = 1$, since what is significant is the ratio of degeneracies of bonding and nonbonding orientations.

To include this orientational information, the extra energy corresponding to the second term in (1) is present if and only if the occupied site $i$ is in the properly oriented state, $\sigma_i = 1$. To achieve this, we multiply the second term in (1) by $\delta_{\sigma_i 1}$, which is zero when $\sigma_i \neq 1$. With this modification, (1) becomes

$$H_2 = -2\varepsilon \sum_i \left( \sum_k n_i n_k + \sum_j n_i n_j \right) - 2J \sum_i \sum_j n_i (1 - n_j) \delta_{\sigma_i 1}. \tag{2}$$

The interaction energies for all the AA and AB pair configurations with the relevant orientational information are summarized in Table I. Two noteworthy features are (i) the orientational state affects the interaction energy only of an AB pair of occupied and empty sites; (ii) since in such an AB pair configuration only one site is occupied, $H_2$ does not contain any interaction term between the variables $\sigma_i$. The inclusion of orientational degrees of freedom in this manner is sufficient to give rise to a difference between the orientational entropies of “hydrogen bond” interactions and other interactions.20

We illustrate the behavior of the system defined by the Hamiltonian (2) by inspecting the ground state of the system and some excitations above this ground state. In the ground state, only one of the sublattices (say A) is occupied, and each occupied site $i$ is in the orientational state $\sigma_i = 1$. This configuration is shown in Fig. 2(a). The energy per occupied site is $-2z(J + \varepsilon)$ with $z=4$.

As illustrations of the behavior of the system, we consider excitations arising from changing the state of the system at one site, which can be of three types: (i) removing a molecule; (ii) adding a molecule; and (iii) changing the orientational state of a molecule. In all the three examples, the energy of the system increases. In case (i), the increase in energy is $2z(J + \varepsilon)$ [Fig. 2(b)]. In case (ii), the energy increases by $2z(J - \varepsilon)$, since the AB interaction energy changes from $J$ to $\varepsilon$ [Fig. 2(c)]. Also, in case (ii), the entropy increases by $k_B \log(q)$, since the added molecule can be in any of the $q$ orientational states.21 For case (iii), when the orientational state of a molecule changes, the increase in energy is $2zJ$ and the increase in entropy is $k_B \log(q - 1)$ [Fig. 2(d)].22

The partition function written for $H_2$ can, in the first approximation, be reduced to an effective lattice-gas partition function by performing an approximate sum over the orientational degrees of freedom.23 In the resulting effective Hamiltonian, the AB interaction strength $J_{AB}^\text{eff}(T)$ is
FIG. 2. The ground state configuration and three types of excitations that can occur over the ground state configuration. Only those diagonal bonds connecting to the central site are shown. The energies of interaction are indicated for an $AB$ and an $AA$ interaction between the central site and a neighboring site. (a) The ground state. Only one sublattice is occupied (filled circles) and all molecules are properly oriented for hydrogen bond formation ($\sigma_i = 1$). (b) Removing a molecule. The site where the molecule is removed is indicated by an arrow. The energy change is equal to the energy per site in the ground state, $2\epsilon (J+\epsilon)$. (c) Adding a molecule. The energy increase results from the change in interaction with surrounding neighbors from $-2J$ to $-2\epsilon$ [cf. with (a)]. The entropy increase is $\log q$. (d) Changing the orientational state of a molecule ($\sigma_i = 1$). The interaction energy with neighboring sites changes from $-2J$ to zero. The entropy increase is $\log(q-1)$.

temperature-dependent, since it contains information about behavior resulting from the orientational degrees of freedom. This effective Hamiltonian is given by

$$H_{\text{eff}} = -2J_{1\text{eff}}(T) \sum_i \sum_j (AB) n_i \mu_j$$

$$-2\epsilon \sum_i \sum_k (AA) n_i \bar{\mu}_k - [z\delta J(T) + k_B T \log q] \sum_i n_i,$$

(3)

Here,

$$J_{1\text{eff}}(T) \equiv \epsilon \frac{\delta J(T)}{2},$$

(4)

is the effective $AB$ interaction strength, while

$$\delta J(T) \equiv T \log \left[1 + \frac{1}{q} (e^{2J/k_B T} - 1)\right]$$

(5)

results from the approximate sum over variables $\sigma_i$ in the last term of (2).

The temperature dependence of the coupling $J_{1\text{eff}}$ is shown in Fig. 3(a) for $J=1$, $\epsilon=0.3$ and $q=12$. These values will be used henceforth. At high temperatures, where the entropic effects dominate, the effective interaction approaches $\epsilon - J/q$ since the orientational degeneracy for this interaction is high. As the temperature decreases, the effective coupling moves away from this value, eventually crossing over to the opposite sign and approaching $\epsilon - J$ as $T$ approaches zero. We denote the temperature where the effective coupling is zero by $T_{1\text{r}}$.

Although here we carry out calculations within the framework of a lattice model, the notion of a temperature-dependent interaction does not depend upon a lattice model. That is, without reference to a lattice, we can understand how a temperature-dependent interaction arises by noting that in a system where directional interactions are present, at high $T$ the entropically favorable weak interactions are dominant in determining the effective interactions, while as $T$ is lowered, the energetically favorable directional interactions become dominant. Thus, as $T$ is varied, there is an effective change in the interaction.

Before concluding this section, we define the model in three dimensions. We consider a bcc lattice [Fig. 1(b)], which can be subdivided into two diamond lattices $A$ and $B$ by assigning to the two sublattices alternating sites on each of the interpenetrating cubic lattices. Thus, any given site is surrounded by eight sites (at the vertices of the surrounding cube), four of which belong to one sublattice and four to the other. We define nonzero interactions between each site and the sites on the surrounding cube. We define as before the interactions between sites belonging to the same sublattice ($AA$ interactions) and between sites belonging to different sublattices ($AB$ interactions). The model defined by these interactions exhibits the same phase behavior as the two-dimensional model above, and has a ground state with one of the diamond sublattices occupied and the other vacant.
IV. MEAN FIELD APPROXIMATION

In this section, we study the effective Hamiltonian \( \mathcal{H}_0 \) in the mean field approximation. The grand canonical partition function for the Hamiltonian (3) is

\[
\Xi = \exp \left( \frac{-\mathcal{H}_0}{k_BT} \right) = \exp \left( \frac{PV}{k_BT} \right) = \sum_n \exp \left( -\frac{\mathcal{H}_0 + \mu N_n}{k_BT} \right).
\]

Here \( \Sigma_n = \sum_{n=0}^{N_c} \cdot \cdot \cdot \Sigma_{n=0} \) is over all configurations of the occupancy variables \( n_i, N_n \) is the number of occupied sites in a given configuration, \( \mu \) is the chemical potential, \( \Omega \) the grand potential, and the volume \( V \) (on the left-hand side) given by the number of sites in the lattice. Making the standard mean field approximation for the grand potential, we write

\[
\Omega = -PV = \sum_n \left[ zJ_{1,n_A n_B} \left( \frac{z^2}{2} \right) (n_A^2 + n_B^2) - \left( \frac{\mu'}{2} \right) (n_A + n_B) \right] - T(S_A + S_B),
\]

(7)

where \( n_A, n_B \) are the A and B sublattice densities and \( \mu' = \mu + z\Delta J + k_BT \log(q) \). The interaction strengths \( J_1 \) and \( J_2 \) are given by \( J_1 \equiv 2c - \delta J \) and \( J_2 = 2c \). \( S_A \), the configurational entropy for molecules on sublattice \( A \), is

\[
S_A = -k_B V/2 \left[ n_A \log(n_A) + (1 - n_A) \log(1 - n_A) \right].
\]

(8)

The configurational entropy \( S_B \) for sublattice \( B \) is given by a similar expression.

In the mean field approximation, the stable solution is given by the values of \( n_A \) and \( n_B \) such that \( \Omega \) is a minimum. For \( T > T_c \), both \( J_1 \) and \( J_2 \) are greater than zero. Thus, to find the stable solution, we can look for the minimum \( \Omega \) in the \( (n_A, n_B) \) plane along the line defined by \( n_A = n_B = n \), where \( n \) is the density. For \( T < T_c \), the search for the stability of the mean field solution must be performed in the entire plane, as described below.

For \( T > T_c \), the grand potential becomes

\[
\Omega = \sum_n \left[ \sum_{n=0}^{N_c} \cdot \cdot \cdot \sum_{n=0}^{N_c} \frac{-zJ_{1,n_A n_B}}{k_BT} \left( \frac{z^2}{2} \right) (n_A^2 + n_B^2) - \left( \frac{\mu'}{2} \right) (n_A + n_B) \right] - T(S_A + S_B).
\]

The solution for the density \( n \) is given by the condition

\[
\frac{1}{V} \frac{\partial \Omega}{\partial n} = 0 = -2z(J_1 + J_2)n - \mu' + k_BT \log \left[ \frac{n}{1-n} \right].
\]

(10)

Equation (10) is the familiar Bragg–Williams solution for the lattice gas, except that now the interaction strength \( T \) is dependent. The equation of state is the implicit equation

\[
P_{eq} = \frac{-z(J_1 + J_2)n_{eq}^2}{k_B T} \log(1 - n_{eq}),
\]

where \( P_{eq} \) is the equilibrium pressure and \( n_{eq} \) is the equilibrium density.

To locate the critical point(s), we solve simultaneously

\[
\frac{\partial P}{\partial n} = 0, \quad T = T_c
\]

(12a)

\[
\frac{\partial^2 P}{\partial n^2} = 0, \quad T = T_c
\]

(12b)

with \( P \) given by (11). Equations (12) state that the \( P-V \) isotherm for \( T = T_c \) is characterized by a horizontal tangent and an inflection point when \( P = P_c \) and \( n = n_c \). The solution of Eqs. (12) gives

\[
k_BT_c = z(J_1 + J_2)/2, \quad n_c = 1/2.
\]

Thus, \( n \) has solutions other than \( n = 1/2 \) (the disordered solution above the critical point) if \( z(J_1 + J_2)/2k_BT > 1 \) or, equivalently, if \( (J_1 + J_2)/2k_BT > 1/z \).

The temperature at which \( (J_1 + J_2)/2k_BT = 1/z \) defines the critical point(s) for the liquid–gas transition, below which phase separation occurs. Figure 3(b) shows \( (J_1 + J_2)/2k_BT \) plotted against temperature, as well as the quantity \( 1/z \). Notice that \( (J_1 + J_2)/2k_BT \) cuts \( 1/z \) at two values, implying that the liquid–gas phase separation region is bounded by two critical points, an upper and a lower one.\(^{24}\) The density of the liquid phase is \( 1/2 \) at both critical points, implying that the density must pass through a maximum between the two critical points. The model displays a density maximum which is closely connected to the existence of two critical points. Interestingly, both the critical points appear at positive pressure, given by \( P_c = k_BT_c[\log(2) - 0.5] \). Note also that the lower critical point is below \( T_{tr} \), since \( k_BT_{tr} = 0.703 \) for the choice of parameters mentioned above. As we shall see, the ordering behavior of the system changes below \( T_{tr} \), and hence, the lower critical point is not in the stable region.

To calculate the equilibrium liquid–gas line we use the equal-area construction, while we use the equation of state (11) together with Eq. (12a) to calculate the spinodal line for the liquid–gas transition. For lower temperatures, the stability of solutions for which \( n_A \) is different from \( n_B \) must be investigated to define the correct coexistence lines. Similarly, the limit of stability calculated from Eq. (12a) could be pre-empted by instabilities in a direction perpendicular to the \( n_A = n_B \) line, as discussed further in the following section.

At \( T_{tr} \), the first neighbor coupling \( J_1 \) changes sign, so below \( T_{tr} \), we have repulsive \( AB \) and attractive \( AA \) interactions. In the Ising model mapping of the lattice gas, these interactions define a metamagnet.\(^{25}\) Metamagnets have an ordered antiferromagnetic (AF) state below the Néel temperature. Antiferromagnetic order in the metamagnet corresponds to the low-density open structure in the lattice-gas system defined here. We shall refer to this low density ordered phase as the solid phase or ice.\(^{26}\) To discuss the solid phase as well as the liquid and gas phases, we need to consider Eq. (7), the grand potential expressed in terms of the sublattice densities. The equilibrium solution for the solid phase is then obtained by solving simultaneously extremum conditions like (10) with respect to the two sublattice densities.
FIG. 4. (a) The phase diagram of the model. The coexistence lines between solid, liquid and gas phases are shown. The critical point for the liquid–gas transition is also shown. The pressure is expressed in arbitrary units. (b) The spinodals bounding the liquid phase. Note that the two lines meet smoothly at the triple point temperature.

The equilibrium phase boundaries between the solid and the liquid/gas phases are found by comparing the grand potential for the respective solutions, the phase boundary being given by the condition that the grand potential \( \Omega \) for the two phases be the same.

We then have three coexistence lines, one between the upper critical point for the liquid–gas transition and \( T_{tr} \), and two coexistence lines between solid and liquid or gas phases, respectively. These three coexistence lines meet at \( T_{tr} \). Since at \( T_{tr} \) we have three-phase coexistence, we identify \((T_{tr}, P_{tr})\) as the triple point. Figure 4(a) shows the coexistence lines in the \( P-T \) plane. Note that the liquid–solid coexistence line has the negative slope expected for water at lower pressure values.27

V. LIMITS OF STABILITY AND THE LINE OF DENSITY MAXIMA

The limits of stability of the liquid phase can be obtained by locating the values of temperature and pressure where the metastable density value obtained from the extremum condition for the grand potential ceases to be a minimum. To find the limits of stability also for \( T < T_{tr} \), we must study the stability of the mean field solution for the liquid phase not only with respect to the gas phase [i.e., along the \( n_A = n_B \) line as calculated from Eq. (12)], but also with respect to states with \( n_A \) different from \( n_p \).28 The limit of stability of the liquid is obtained by calculating the determinant of the Hessian for the grand potential and locating the pressures and temperatures where it approaches zero from above,

\[
\left( \frac{\partial^2 \Omega}{\partial n_A \partial n_B^2} \right) - \left( \frac{\partial^2 \Omega}{\partial n_A \partial n_B} \right)^2 = 0.
\]

For the liquid phase (with \( n_A = n_B \)), the two solutions of (14) for the densities at the spinodal are

\[
n_{\pm} = \frac{\Omega}{1 + \left( \frac{2kT}{z(J_2 + J_1)} \right)^{1/2}}. \tag{15}\]

The solution \( n_+ \) corresponds to the limit of stability with respect to the gas phase [and coincides with the solution calculated directly from Eq. (12) for temperatures other than \( T_{tr} \)], while the solution \( n_- \) corresponds to the limit of stability with respect to the solid phase. Using these solutions in the expression for the equilibrium pressure (11), we obtain the corresponding expressions for the spinodal values of pressure. We see from Eqs. (11) and (15) that the liquid–gas spinodal pressure would be nonmonotonic, since \( 2kT/(J_1 + J_2) \) is nonmonotonic. As discussed in Sec. IV, the nonmonotonicity in \( 2kT/(J_1 + J_2) \) also leads directly to the existence of the density maximum. Thus, in the present model, the presence of density maxima and the reentrance of the spinodal are intimately related.

Figure 4(b) shows these two spinodals in the \( P-T \) plane. Note that they meet tangentially at \( T_{tr} \). We find that the liquid–gas spinodal is the limit of stability above \( T_{tr} \), while the liquid–solid spinodal is the limit of stability below \( T_{tr} \).29 We see that the liquid–gas spinodal is reentrant and varies nonmonotonically with temperature, exhibiting an extreme value at a finite temperature.

Next, we study the locus of points where the density is maximum. Figure 5 shows the line of density maxima, together with the spinodal lines and the coexistence lines. We see that the end points of the line of density maxima meet the liquid–solid spinodal at the upper end, and the liquid–gas spinodal at the reentrance point. This is consistent with the predictions of Speedy and Debenedetti,4,5 based on thermodynamic consistency. At the lower end, the slope of the liquid–gas spinodal is changed when the line of density maxima meets the spinodal. At the upper...
VI. NUMERICAL SIMULATIONS

We have studied the model in the mean field approximation in order to obtain the most detailed information about the system in the metastable region. We have done so, however, on the basis of prior research on the behavior of the system in various limits which shows that the mean field approximation can be relied upon to exhibit the correct qualitative behavior. To obtain an indication of the quantitative accuracy of the mean field approximation, we performed Monte Carlo simulations of the Ising model (which corresponds to the present lattice-gas model) in three dimensions.30

In Fig. 6 we show the variation of magnetization with temperature obtained from mean field calculations and Monte Carlo simulations of the three-dimensional model for two different constant field values. Figure 7 shows the magnetic susceptibility at constant field for the same values of the field. Note that in their qualitative trends the simulation results are similar to the corresponding mean field results. The simulations also reproduce the phase diagram calculated obtained from the mean field approximation. As expected, however, the critical point for the ferromagnetic transition is overestimated by the mean field approximation.

To confirm the reentrance behavior and the continuity of the limits of stability of the liquid phase, we performed simulations in the metastable regime for the corresponding Ising model. We determined the limits of stability by defining an arbitrary criterion for the lifetime of the metastable phase (50 Monte Carlo steps). The locus of the limits of stability (or, more accurately, the locus of homogeneous nucleation points) thus obtained is shown in Fig. 8, along with the corresponding mean field solution. It is evident that the limit of stability curve is reentrant, and forms a continuous boundary. We can further distinguish the nature of the limit of stability points by studying the phase to which the system decays when these limits are reached. The simulations confirm the statement above that below...
$T_{tr}$, the limit of stability is the liquid–solid spinodal, while above $T_{tr}$, the limit of stability is the liquid–gas spinodal.

**VII. RESPONSE FUNCTIONS**

The anomalies of water are described in terms of well known “anomaly indicators.” Apart from the density, these indicators are the various response functions one can study and measure. We now present mean field results for specific heats at constant volume and pressure, the isothermal compressibility and the coefficient of thermal expansion. Figure 9(a) shows the density change for a constant pressure trajectory, while Fig. 9(b) shows the corresponding coefficient of thermal expansion. We observe that the model displays a density maximum or, equivalently, a region with negative coefficient of thermal expansion. Figure 10(a) shows the behavior of the specific heats and Fig. 10(b) the isothermal compressibility. The compressibility is nonmonotonic, increases on cooling, and decreases on compression. Although the qualitative behavior of these response functions is correct, they do not agree quantitatively with experimental values. The density of the liquid phase compared to the density of the open ordered structure is very different from the experimental ratio.

These quantitative discrepancies are common for lattice models and other simplified models. However, the main feature of our model is that it exhibits the correct anomalous behavior for water. Further, where comparisons can be made, simulations confirm our mean field results.

The “critical” properties at the supercooling or liquid–solid limit of stability found in the present model are different from the properties near the superheating or liquid–gas limit of stability. In particular, there are no divergences in the isothermal compressibility near the liquid–solid spinodal. When the liquid becomes unstable with respect to the gas phase, there are divergences. This can be understood in terms of the nature of the instabilities at the two spinodals:

(i) At the liquid–gas spinodal, the liquid state becomes unstable with respect to the gas along a direction of changing density. The derivative of the pressure with respect to density approaches zero at the liquid–gas spinodal, resulting in divergent compressibility.

(ii) At the liquid–solid spinodal, the liquid becomes unstable with respect to “crystal ordering,” along a direction orthogonal to density. The derivative of the pressure becomes zero along this orthogonal direction and hence the vanishing of the density derivative does not define the liquid–solid spinodal. Thus, the compressibility does not diverge.

In the temperature range between the lower liquid–gas critical point and $T_{tr}$, the system becomes unstable with respect to the solid phase. Nevertheless, by extrapolating data to where response functions diverge, the liquid–gas spinodal “hidden behind it” can be deduced as the source of anomalies.

**VIII. CONCLUSIONS**

We have proposed a lattice model with behavior qualitatively similar to that of water. We focused on the behavior of the spinodal limits to the liquid state, and the relation of these limits to the line of density maxima—topics that have not been addressed sufficiently in previous lattice model studies. We showed that the liquid–gas spinodal is reentrant, and the line of density maxima meets the spinodal at the point of reentrance (as required by thermodynamic consistency). We found that the metastable liquid...
state is bounded by a spinodal at positive pressures as well as negative pressures. However, in the present model, the positive pressure spinodal is the limit of stability with respect to the solid state. The two spinodals form a continuous locus, but the "critical" properties of these two spinodals are quite different. While the response functions (specific heat, compressibility) diverge at liquid–gas spinodal, at the liquid–solid spinodal they do not, even though they tend to higher values in the same fashion as occurs near a liquid–gas spinodal.

To our knowledge, the present model exhibits the first example of a liquid–gas spinodal that extends to positive pressures. We emphasize, however, that the physically relevant instability of the liquid upon supercooling is the liquid–solid spinodal. Thus, the supercooling instability in the present model, while consistent with known experimental results, is qualitatively different from those instabilities for which divergences in response functions are predicted.4

The present model explicitly demonstrates an intimate relation between the reentrant spinodal and density maximum behavior. Both originate from the contribution of orientational degrees of freedom to the thermodynamics of the system. The present model also takes into account many essential microscopic features of water. By systematic improvement, it should be possible to achieve better accuracy of description. We have studied this model as a first step toward understanding the interrelation between the microscopic mechanisms leading to anomalous behavior and the associated thermodynamic anomalies.

In particular, the transition at high pressures to high density forms of ice should be reproducible within the framework introduced here. It is conceivable that such transitions would be present as ordering transitions of the orientational degrees of freedom in a modified model with interactions between orientational variables. Such a transition has been observed in a previous model, but the transition was found to be of second order.5 In future studies, we intend to address this and related questions pertaining to quantitative comparisons with water.

In order to further test the utility of the present approach, we will perform simulations of the full Hamiltonian, including orientational degrees of freedom, to study the dynamics of the system. The properties that can be investigated with such simulations are (i) the lifetimes of hydrogen bonds and the restructuring of the hydrogen bond network, (ii) the diffusional behavior, both translational and rotational (these can be studied through the calculation of time correlations of appropriate quantities), and (iii) the fluctuations in energy.12,34

An important connection that can be made through a further study of this model is with the percolation picture of anomalous behavior.13,35 The liquid–solid limit of stability occurs with respect to crystalline ordering. This corresponds to an increase in clusters of four-coordinated sites5 as the spinodal is approached, suggesting that there would indeed be a percolation transition at the liquid–solid spinodal. The clarifications made earlier regarding the divergent behavior of response functions at the liquid–solid spinodal would then apply to a percolation picture of anomalies as well, independently of the particular model presented here.
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In all cases, there is an increase in configurational entropy since these excitations can occur on any of the available sites. This increase is the same for all three cases.

This approximation corresponds to truncating the cluster or graph expansion for the partition function. Considering $AB$ interactions only, we expand the Boltzmann factor in the partition function sum as a series. Truncating this series and summing over the Potts variables, we then compared it with the corresponding series expansion for an effective Ising interaction. From this comparison, we obtain the the expression for the $AB$ interaction strength shown in Eq. (4). For details on the validity of such approximations, see Ref. 24.


For finite values of the magnetic field (which is related to the chemical potential by the mapping of these two models), the boundary between this AF and the paramagnetic phase can be of first order or second order. The transition is of second order above the "tricritical point" and first order below it. In our model, at all temperatures below $T_c$, the transition to antiferromagnetic ordering is first order and hence we do not discuss tricritical behavior any further.

Experimentally, one observes the relapse to the normal positive slope of the solid–liquid equilibrium line at high pressures. In our model this is not seen. But this is in accordance with the fact that our model does not exhibit the higher density ice forms which coexist with the liquid phase along the solid–liquid line at high pressures. We address this question further in the last section.

22 Since the grand potential is defined as a surface, the liquid state can become unstable not only with respect to density (i.e., along $n_A = n_B$), but also with respect to sublattice ordering.

23 In the range of temperatures between $T_c$ and the lower liquid–gas critical point, the liquid–gas solution for the spinodal [shown in Fig. 4(b)] is below the physical limit of stability. However, states defined only along $n_A = n_B$ would be stable till the liquid–gas spinodal solution is reached, with the compressibility diverging along that line. We shall come back to this point when we discuss response functions in Sec. VII.

24 The Ising model is obtained by defining "spin" variables $S_i = 2n_i - 1$, and expressing the grand canonical partition function (6) in terms of the spin variables. This partition function thus expressed defines a canonical partition function for an Ising system in a magnetic field, with the Hamiltonian

$$\mathcal{H}_{\text{Ising}} = - \sum_{i} S_i - \sum_{i<j} J_{ij} S_i S_j + h \sum_{i} S_i,$$

with the magnetic field $h$ given in terms of the chemical potential. We treat the field as an independent variable.


Hu (Ref. 7) has developed an explicit interaction Hamiltonian for hydrogen bonding in water molecules, and expressed this as a generating function of a bond-correlated percolation model.