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We show how the observed transformation behavior of two forms of amorphous solid water can
be explained in terms of a first-order phase transition, via a consideration of the limits of metasta-
bility associated with this kind of transition. We propose a phase diagram describing amorphous
solid water consistent with the available experimental data. We support this phase diagram with
thermodynamic and structural results of computer simulations using two distinct water interaction
potentials, specifically the ST2 potential of Stillinger and Rahman [J. Chem. Phys. 60, 1545 (1974)]
and the TIP4P potential of Jorgensen et al. [J. Chem. Phys. 79, 926 (1983)].

PACS number(s): 64.70.Kb, 61.43.Bn, 64.30.+t, 64.70.Ja

Considerable recent interest has focused on the study
of the amorphous solid form of water, “amorphous ice.”
This has occurred for several reasons. (i) Amorphous
ice is the glass state of an especially common substance,
and so has importance in a variety of fields such as as-
trophysics [1] and cryobiology [2]. (ii) The properties
of liquid water in its supercooled state, which appears
during hyperquenching to amorphous ice, are matters of
on-going scientific debate [3]. (iii) The structure of the
amorphous solid has been proposed as a model for the
structure of the liguid in order to elucidate the puzzling
behavior of liquid water [4]. (iv) A particularly strik-
ing feature of amorphous ice is that at least two distinct
amorphous forms are observed to occur [5-14], an exper-
imental fact that is not fully understood.

The two observed forms of amorphous ice differ signif-
icantly in their density and their microscopic structure.
One form, low-density amorphous ice (LDA ice), can be
formed by vapor deposition at a temperature T below 77
K [5], or by hyperquenching of the liquid directly to an
amorphous solid [6-8,12-14]. The other observed form,
high-density amorphous ice (HDA ice) can be produced
through pressure-induced amorphization of ice I, at 77 K
[9]. Also, if LDA ice is isothermally compressed at 77 K,
it transforms at a pressure P ~ 600 MPa to HDA ice [10].
HDA ice can be recovered at P = 1 atm, and further, is
observed to transform to LDA ice when warmed above
~ 120 K [10]; this phenomenon thus provides another
method for generating LDA ice. HDA ice at P =1 atm
has a significantly higher density (p = 1.17 g/cm?) than
LDA ice (p = 0.94 g/cm®). It has been suggested, from
the abrupt character of the pressure-induced LDA—HDA
ice transition, that a first-order phase transition sepa-
rates these two amorphous forms [10,15-19].

Beyond the observation that the transformation of
LDA to HDA ice appears to be a first-order phase transi-
tion, there is little understanding of the thermodynamic
relationship between these two forms of amorphous ice
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(see, however, Ref. [20]). There also exist important
questions concerning the thermodynamic relationship of
the amorphous ices to both the liquid just above the glass
transition temperature and to the liquid above the melt-
ing temperature [14,21,22].

Here we propose a specific phase diagram relating LDA
and HDA ice, and show that this phase diagram is con-
sistent with available experimental data. Further, we
support the proposed phase diagram through molecular
dynamics (MD) computer simulations of amorphous ice.

The phase diagram we propose [see Fig. 1(a)] postu-
lates the existence of a line of first-order phase transitions
that separates LDA and HDA ice. We find that the prop-
erties of amorphous ice can be understood through a con-
sideration of the behavior of the limits of metastability— -
or spinodals—that are commonly associated with such a
first-order phase-transition line ending in a critical point
[23]. These two spinodal lines, denoted by L and H
in Fig. 1(a), define the absolute limits of thermal and
mechanical stability for the two phases. The line L is
the metastability limit for LDA ice, while H defines the
metastability limit for HDA ice. Hence, LDA ice is the
more stable amorphous solid below the first-order transi-
tion line F', yet may also be observed in the region above
F but below L, where it is metastable with respect to
HDA ice. Above L, LDA ice becomes unstable. Similarly,
HDA ice is the more stable form above F, is metastable
with respect to LDA ice between F and H, and is unsta-
ble below H. .

Note that L and H necessarily delineate metastable
equilibrium states, in the sense that all amorphous states
in the temperature range shown are metastable with re-
spect to the formation of crystalline ice. However, the
low molecular mobility at these temperatures can sup-
press the modes of structural relaxation that are required
for the formation of the crystal within practical obser-
vation times. Furthermore, this same low mobility also
precludes the amorphous system from completely relax-
ing into a true metastable equilibrium state, like that of
a supercooled liquid. Under these glassy conditions, the
characteristic relaxation times of the system greatly ex-
ceed the time scale of the observations. Such a system
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is subject to nonequilibrium kinetic effects which cause
its properties to vary as a function of how the system is
brought to a given state. Therefore, we expect that in
real experiments, as well as in MD simulations, any tran:
sitions observed in practice may be strongly shifted from
the “ideal” equilibrium locations proposed in Fig. 1(a).
The extent to which this shift appears in our MD sim-
ulation results (described below) is shown in Fig. 1(b).
In spite of this difficulty, we show in the following that
the metastable equilibrium behavior shown in Fig. 1(a)
offers a useful framework for understanding experimental
and simulation results, even though these results are ob-
tained from a system which has not completely reached
equilibrium.

Figures 1(c) and 1(d) respectively show the regions of
the phase diagram where LDA ice and HDA ice may be
observed as metastable states. With these plots, we can
show how the phase diagram of Fig. 1(a) accounts for
experimental observations.

(i) At low T and P =1 atm, both forms of amorphous
ice are observed [9,10]: LDA ice, which is metastable with
respect to the crystal; and HDA ice, which is metastable
with respect to both LDA ice and the crystal. This is
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possible because the region near P = 1 atm for 7" < 120
K lies between the spinodals L and H, where both LDA
and HDA ice are metastable states. The phase observed
will thus depend on the thermodynamic path taken by
the experimental preparation procedure, as discussed in
the following.

(ii) Hyperquenching of the liquid at P =1 atm [6] will
produce LDA ice [path a in Fig. 1(c)], because the region
of the phase diagram in which LDA ice is metastable is
continuously connected at this P to the region of the
liquid state by a path which does not intersect either the
coexistence line F' or the LDA—HDA ice spinodal L.

(iii) Isothermal compression of LDA ice at 77 K [10] to
P greater than that of the LDA—HDA spinodal L wiil
induce the transition to HDA ice [path b in Fig 1(c)].

(iv) If pressure is removed from HDA ice at 77 K, HDA

ice can be observed [10] as a metastable state at P =1

atm [path ¢ in Fig. 1(d)], because it does not cross the
HDA—LDA ice spinodal H.

{(v) The observability of HDA ice at P = 1 atm is
limited by the location of the HDA—LDA ice spinodal
H. Thus, when the temperature of HDA ice exceeds the
temperature of the line H at P = 1 atm, it transforms to
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FIG. 1. (a) Proposed P-T phase diagram for amorphous solid water. Above the first-order phase transition line F, HDA
ice is the more stable amorphous solid; LDA ice is the more stable phase below F. The HDA—LDA spinodal (H) and the
LDA—HDA spinodal (L) meet at the critical point C'. M is the equilibrium melting line of crystalline ice. (b) Comparison of
the features given in a and those estimated from the present MD simulations. Results for ST2 are indicated by (e) and for TIP4P
by (o). Dashed lines denote the LDA—HDA transitions, while dot-dashed lines indicate the HDA—LDA transitions. Also
shown are the pressures of fracture observed in the simulations (symbols connected by thin solid lines). (c) The thermodynamic
features from a that determine the region of observability of LDA ice. Path a represents the quenching of LDA ice from the
liquid. Along path b, LDA ice passes beyond its limit of metastability (L) and converts to HDA ice. The point indicated by (%)
represents a vapor deposition experiment. (d) The thermodynamic features from a that determine the region of observability
of HDA ice. Along path ¢, HDA ice is recovered at P = 1 atm, while along paths d (warming) or e (stretching), HDA ice passes
beyond its limit of metastability (H) and converts to LDA ice.
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LDA ice [path d in Fig. 1(d}], as observed in experiments
[10].

(vi) Since vapor deposition [denoted by # in Fig. 1(c)]
is not a process that corresponds to a thermodynamic
path, it can produce either phase, depending on the tem-
perature and the deposition rate. Since LDA ice is more
stable than HDA ice at P ='1 atm we expect that the
LDA ice will be preferred at higher T' and slower deposi-
tion rate, as observed in experiments [16,17].

To support the proposed phase diagram, we have used
MD simulations [24-26] to map out the region of me-
chanical stability of both HDA and LDA ice phases. The
utility of the MD approach is supported by calculations
on the pressure-induced transition of crystalline ice Ij,
to HDA ice [27]. We have carried out parallel analy-
ses using both the ST2 [28] and TIP4P [29] pair poten-
tials to confirm that our conclusions are not artifacts of
the interparticle potential. We first prepare a configura-
tion of molecules analogous to LDA ice by computation-
ally quenching an equilibrated liquid state configuration
[30]. We then subject this simulated LDA ice system
to isothermal compression at a fixed rate of pressure in-
crease up to ~ 1800 MPa, at different T' [31].

The response of p to the applied P is shown in Fig. 2 for
ST2 (top panel) and TIP4P (bottom panel). Although
initially all isotherms indicate that the compression of
the amorphous solid is small, each exhibits a well-defined
region in P around a critical value Py, in which p increases
dramatically. For P > P, the response of p suggests a
return to low compressibility. In general, the transition
of the amorphous solid in the region of P, is reminiscent
of the LDA—HDA ice transition observed in isothermal
compression experiments at 77 K [10]. In the case of the
ST2 system, the collapse is quite abrupt and is associated
for all T with a density jump from p ~ 0.95 g/cm® to
p ~ 1.45 g/cm®. The transition in the TIP4P system,
however is less abrupt: the density changes only from
p~ 1.0 g/cm® to p ~ 1.3 g/cm®. TIP4P reproduces the
experimental value p = 1.31 g/cm3 [10] for the density
of HDA ice above the transition pressure Pp, better than
ST2.

Decreasing the pressure to P = 0 MPa, at the same
rate, leads in both ST2 and TIP4P to a decrease in p.
The TIP4P system compares well with the experimen-
tal behavior. We find that at T = 80 K, p for TIP4P
decreases from 1.34 g/cm3 to 1.21 g/cm3, close to the
experimental value p = 1.17 g/cm?® found at T = 77 K
{10]. Continued decompression into the region of negative
P, where the system is subject to a hydrostatic tensile
stress, inevitably induces fracture of the amorphous solid.

The ST2 simulations show that fracture occurs at all
three temperatures near P = —550 MPa and p ~ 0.72
g/cm®. Notably, however, the decompression isotherms
at T = 130 and 180 K display a region around a critical
value Py prior to complete fracture in which an abrupt
change of the density is observed that does not lead to
fracture, but to the formation of a lower-density sub-
stance which is then itself stretched to its tensile limit.
The density of the system after this change is consistent
with a transformation to a stretched LDA ice, which is
stable at 7' = 180 K against the applied tension over a
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range of more than 300 MPa before fracture is finally
observed. At lower T' =:130 K, the transformation to
LDA ice occurs at a lower value of Py. At T = 80 K the
transition occurs at the same P as the fracture and so is
undistinguishable from it.

The TIP4P system shows similar features. The simu-
lations indicate that for all temperatures fracture occurs
near the same density of p ~ 0.84 g/cm®. However, the
P at which the system fractures increases as T increases.
Also, prior to the fracture, a feature similar to that found
in the ST2 simulations appears which suggests that first
a transition from HDA to LDA ice occurs, as indicated
by a strong decrease in density to about p ~ 0.95 g/cm3.
As in the ST2 system, the pressure Py of this transition
in TIP4P shifts to higher values as T increases.

Next we interpret the simulation results of Fig. 2 in
terms of our proposed phase diagram. Initially the LDA
ice system is progressively compressed until the limit of
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FIG. 2. Response of the density p during isothermal com-
pression (up arrows) and decompression {down arrows) of
amorphous solid water simulated with ST2 (top panel) and
TIP4P (bottom panel), at several different 7. The systems
fracture at the points of lowest P and p shown along the
decompression paths. The numbered points (e) identify the
states for which the structure is given in Fig. 3.
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metastability of the LDA phase L is reached [path b in
Fig.1(c)]. At this point, at P = Pr,, the system converts
to the HDA phase; on further increase of P the HDA
phase itself is compressed. On decreasing P, the HDA
system converts to LDA ice at a much lower P = Py,
corresponding to the HDA—LDA limit of metastability
H being reached [path e in Fig.1{d)]. Note that the
transitions are therefore not observed (either in exper-
iments or in simulations) along the equilibrium coexis-
tence line F between the two amorphous phases, but
rather at the metastability limits identified above. The
fluctuations required to nucleate the equilibrium phase
transition at the coexistence line F' do not exist in this
low-T glassy regime. The transitions therefore only occur
at the metastability limits L and H, where the onset of
intrinsic thermodynamic instability within a given phase
can prompt the transformation. Our estimate for the po-
sition of F in Fig. 1 is thus speculative, and should not
be considered quantitatively correct.

The temperature dependence of the values of Pr, and
Py are shown in Fig. 1(b) for both ST2 and TIP4P. We
note that as T increases, the LDA —+HDA transition shifts
to lower P, whereas the HDA—LDA transition shifts to
higher P. Taking the respective values of Py, and Py as
estimates for the positions of the spinodal lines L and
H, we find that L and H approach each other. This
behavior is consistent with the recent conjecture [32,33]
that the first-order phase transition line F' terminates in
a critical point [C” in Fig. 1(a)] at which an intersection
of spinodal lines may be expected. The possibility that F’
terminates at C’ implies that at sufficiently high T LDA
and HDA ice become indistinguishable. This possibility,
that the transition can be found to be either discontinu-
ous or continuous, is consistent with the fact that both
phases are amorphous solids.

We also find that the phase diagram in Fig. 1(a) is
supported by a comparison of the structure of the sim-
ulated amorphous solid to that of LDA and HDA ice
[19,34-37]. In Fig. 3 we compare the weighted pair-
correlation function A(r), as measured in neutron scat-
tering experiments on amorphous solid water, and as cal-
culated in the present simulations [38]. We see that the
configurations at the beginning of the compression runs
have a structure similar to that of the LDA ice (top pan-
els). The hA(r) after the initial decompression (middle
panels) compares well with the structure of HDA ice,
especially in the case of TIP4P. Further, the systems re-
covered at negative P and low p (bottom panels) have
returned to a structure similar to that at the beginning
of their respective compression runs, and also similar to
the LDA ice structure. This last observation supports
the suggestion, implicit in our proposed phase diagram,
that HDA ice is able to transform back to LDA ice at
sufficiently low P, but before fracture.

For both ST2 and TIP4P, the i(r) function before and

after the compression-decompression cycle is similar, sug-

gesting that the system returns after sufficient decom-

pression to the initial state. However, we observe that
the compressibility, as may be derived from the slope of
the P versus p plots in Fig. 2, has changed. Also, there
is a difference in the total potential energy U before and
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after the cycle, typically of about 1.5 kJ/mel. We asso-
ciate such differences with the lack of complete relaxation
to equilibrium in our simulations: the low T' does not al-
low for a complete rearrangement of the local molecular
configurations during decompression, a fact that is not
so strongly indicated by the h{r) function as it is by U.
To confirm this interpretation we anneal at T = 130 K
a TIP4P configuration with p = 0.975 g/cm® produced
during the T' = 130 K decompression run. After anneal-
ing at constant p for 500 ps, we observe indeed that U re-
laxes about 50% of the way to the value of U observed at
this p during the initial compression run. Longer simula-
tions, unfeasible at the present time, would be necessary
to completely clarify this point.

To summarize, we have shown that it is possible to con-
struct a phase diagram using only concepts of metastable
equilibrium thermodynamics, which accounts for the ob-
served transformation behavior of amorphous solid wa-
ter. However, this is not to_say that experimental ob-
servations, or indeed, the MD simulation results, are not
consistent with other interpretations. In particular, the
influence of nonequilibrium kinetic phenomena must be
studied more systematically than we attempt here be-
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fore a definitive understanding will be possible. Yet
the present analysis, which deliberately neglects nonequi-
librium effects, yields a result which is both internally
consistent and consistent with observation. Our results
therefore confirm the possibility that thermodynamic
phenomena, such as a first-order phase transition and
spinodal metastability limits, play a significant role in
the transformations of amorphous solid water.

Before concluding, we further note that from the phase
diagram of Fig. 1(a) follow specific predictions which can
be tested experimentally: within the regime where crys-
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tallization does not preclude the observation of the amor-
phous solid phases, (i) the pressure for the LDA—HDA
transition should decrease as a function of increasing tem-
perature, and (ii) the observed transition temperature for
the HDA — LDA transformation should increase with in-
creasing pressure.
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