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We numerically investigate the competition between phase separation and dynamical arrest in a
colloidal system interacting via a short-ranged attractive potential. Equilibrium fluid configurations
are quenched at two different temperatures below the critical temperature and followed during their
time evolution. At the lowest studiel] the phase-separation process is interrupted by the formation

of an attractive glass in the dense phase. At the higheno arrest is observed and the
phase-separation process proceeds endlessly in the simulated time window. The final structure of the
glass retains memory of the interrupted phase-separation process in the form of a frozen spinodal
decomposition peak, whose location and amplitude is controlled by the average packing fraction.
We also discuss the time evolution of the nonergodicity parameter, providing evidence of a
progressively decreasing localization length on increasing the packing fraction. Finally, we confirm
that the reported results are independent of the microscopic dynami280®American Institute

of Physics[DOI: 10.1063/1.1924704

I. INTRODUCTION diagram presents a typical structure of a van der Waals fluid,
i.e., a liquid-liquid critical point at low density and a solid—
Advances in colloidal science make it possible to realizefjyid phase transition at high density. However, when the
systems of interacting particles, with a tunable interparticleange is much shorter than the diameter of the colloidal par-
potential: Interactions can be controlled in range and inticles, the liquid—liquid phase separation becomes metastable
strength, expanding considerably the possibilities found imnd is buried inside the fluid—solid coexistence curve. This
atomic and molecular SyStemS. The size of the colloidal parphenomenon’ predicted theoretica”y within perturbation
ticles allows experimentalists to study these systems with theory’™ has been confirmed by simulatfdn and
wide range of optical techniques, such as dynamic light scataxperimentd™*? 1t is interesting to note that critical fluctua-
tering and confocal microscopy. Among the colloidal sys-ions related to metastable critical point favor nucleation of
tems which have no atomic counterpart are the so-calleghe crystal phas&
short-ranged attractive colloiddBRAC) systems, in which Slow dynamic properties in SRAC systems also show
the interparticle potential has a range significantly smallefeatyres not observed in atomic systems. When short-ranged
than the colloidal size. Experimentally these systems can bgiractions are present, the fluid-glass lins well as its pre-
realized by adding to a solution of colloidal particles a de-cyrsors, the isodiffusivity lind&*9 shows a reentrant behav-
pletant agent, generally a polymer. When the radius of gyrapor in the interaction strength-packing fraction plane. Two
tion is smaller than the colloidal size, the large particles exjfferent competing mechanisms for dynamic arrest are
perience an effective attraction whose range is related to thﬁresent, generating, respectively, a repulsive-dominated and
size of the polymer and the intensity to the concentrafion. an attractive-dominated glass. The dynamics become so
SRAC systems possess an extremely rich thermodyeomplex that the usual stretched exponential decay charac-
namic and dynamic behavigfor recent reviews see, for ex- terizing the usual slowing down close to a glass transition
ample, Refs. 3-6 The short-range attraction affects pro- ¢rossover toward a logarithmic decdy?* These novel phe-
foundly the structure of the phase diagram. When the ranggomena, first proposed on the basis of theoretical calcula-
of the attraction is comparable to the particle size, the phasgons pasetf'*” on the mode coupling theoMCT) devel-
oped by Goetze and collaboratéfshave been subsequently
¥Electronic mail: giuseppe.foffi@epfl.ch confirmed by simulatiorté**%*?and experiment%ff‘28
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An additional phenomenon which is not usually encoun-namic and dynamics equilibrium  properties are
tered in atomic systems takes place at low packing fractiongoncerned®*°For the chosen potentidl~ 0.20. We choose
where SRAC systems are known to form gel, i.e., an arrestekls=1 and set the depth of the potentig/=1. HenceT=1
space-spanning structuf&>*The nature of the gel transition corresponds to a thermal energyT equal to the attractive
in short-range attractive colloidal systems has received sigwell depth. The diameter of the small species is chosen as
nificant attention in recent yea(for a recent review see, for unity of length, i.e.,ocg=1. Density is expressed in terms of
example, Ref. 34 Several routes to the gel state have beerpacking fraction ¢:(pAUf\+pBUE)(7T/ 6), where p,
proposed and critically examined, with a special emphasis orN,/L3,L being the box size andl, the number of particles
the analogies and differences between glass and gel formaf speciesx. Time is measured in units ofg(m/ug)*’%. New-
tions. It has been shown that, for some class of potentialgpnian dynamic§ND) has been coded via a standard event-
structural arrest at low packing fractions can be interpretediriven algorithm, commonly used for particles interacting
as a glass phenomenon of self-assembled cludte¥sFor  with stepwise potential‘é?. Between collisions, particles
the case of SRAC, evidence is building that the gel statenove along straight lines with constant velocities. When the
results from an arrested phase separation when the phagsdistance between the particles becomes equal to the distance
separation dynamics generate regions of local density suffiwhere the potential has a discontinuity, the velocities of the
ciently large to undergo aattractiveglass transitioric ** interacting particles instantaneously change. The algorithm

In this manuscript we report results of Newtonian andcalculates the shortest collision time in the system and propa-
Brownian molecular-dynamics simulations of a binary mix- gates the trajectory from one collision to the next one. Cal-
ture of particles interacting via a short-range attractive squareulations of the next collision time are optimized by dividing
well. For this system, the location of the phase-separatiothe system into small subsystems, so that collision times are
region and of the repulsive and attractive lines have beesomputed only between particles in the neighboring sub-
previously studied. The attractive glass line intersects theystems. Brownian dynamid®8D) has been implemented
colloidal-rich—colloidal-poor coexistence curve on thevia the position Langevin equation:
colloidal-rich side at an intersection temperatig a few D
percent smaller than the critical temperatiige We quench ri(t) = —Ofi(t) +15(t), (2)
initial configurations at different densities, equilibrated at a keT
temperature where the system is homogenedusTc) 0 coding the algorithm developed by Stratitign Eq. (2) r;(t)
two temperatures lower than the critical oie<T.) and s the position of particle, f;(t) is the total force acting on
study the coarsening dynamics. For the case of the highepe particle,D, is the short-timebare diffusion coefficient,
final temperature, the coarsening dynamics never arrests aggd #,(t) is a random thermal noise satisfyir@;(t)f;(0))
the systems slowly approach to equilibrium phase-separate_dz[)og(t)_ In Strating’s algorithm, a random velocitiex-
state, c_haracteristic of a conserved order-parameter phasl‘?acted from a Gaussian distribution of variandgT/m) is
separation process. For lower-temperature quench, we fingssigned to each particle and the system is propagated for a

t_hat the coarsening dy“a’.“'cs arrests W'th'.n _the Slmulateﬂnite time step—zLn 5‘) according to event-driven dynamics. We
time, leaving the system in an out-of-equilibrium arrested B : S .
choseD, such that short-time motion is diffusive over dis-

structure. The morphology of the resulting gel is controlledtances smaller than the well width.

by the phase-separation process at large distafuresmall Initial configurations were equilibrated at=1 for den-

wave vectors At length scales comparable to the particle ities ranging fromp=0.01 to=0.50. For each density, the

size, the structure resembles the one characteristic of the a%— ) i
tractive glass. system was quenched at two different final temperatures,

T;=0.05<T, and T;=0.15=T,. The constanflT evolution
was then followed in time. In the case of ND, the character-
Il. DETAILS OF THE NUMERICAL SIMULATIONS istic time of the thermostat has been chosen so that velocities

We investigate a system that has been extensively studeach fchermal equilibrium before the system starts to rear-
ied earlier, a binary square weBW) mixture’>% The bi-  'ange its structural degrees of freedom.
nary system is a 50%-50% mixture Kf=2000 particles. The
two specieqlabeledA andB) are characterized by a diam-
eter ratiooa/ 0g=1.2, which effectively suppresses crystalli- lll. RESULTS AND DISCUSSION
zation. Masses are chosen to be equal and unitarynie., A. Phase diagram

=mp=1. The SWinteraction is defined according to The coexistence curve in the limit of vanishing well

© r<0,p width, i.e., the celebrated Baxter linfft,has been recently
VAN = =Uy 0,p<r<o,p+A,5 , (1) precisely calculated by Miller and Frenknghese data pro-
vide an accurate estimate of the coexistence curve of all
short-range interacting potentials, via an appropriate law of
whereo, s—(o,+05)/2,a,8-A,B, andA, z is the range of  corresponding statés. Indeed, Noro and Frenkel noticed
the attraction. We fix 0,5 and the well-width e that when the attraction range is much smaller than a few
=A,p/ (A, 5t0,5=0.005. The choser value is arbi- percent of the particle’s diameter, the value of the first virial
trary, but representative of all SW potentials with the inter-coefficient at the critical temperature was essentially inde-
action range smaller than a few percent as far as thermodyendent of the details of the potential down to the Baxter

0 I’>0’a’B+Aa’B
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FIG. 1. Graphical representation of the studied state points in the tempera-
ture packing fraction plane. The crosses represent the equilibrium starting
configurations atT=1, which, at time zero, are quenched Bt=0.15
(circles andT;=0.05(squarep respectively. The symbols are shaded if, at
the end of the simulation, the structure of the system is percolating. The
error bars, calculated as explained in the text, provide an indication of the
spinodal curve for the studied model. The present estimates are consistent
with the phase coexistence calculations of Miller and FrefiRef. 49 for

the Baxter model{dashed ling properly transformed using the virial map-
ping [Eg. (3)]. The red star indicates the location of the critical point from
Ref. 49. To better frame the location of the studied state points, the figure
also shows three calculated isodiffusivity curves, i.e., the locus of points at

which the diffusion coefficienb/Dy=5x 1072,1x 102, and 5x 10 with A4l ) ) ! ) !
Dy=0s(T/M). The bold line is the extrapolation @/Dy— 0 from Ref. 42, 10?10 10 100 10t 10 10t 100 10°
rescaled to the present well-width case using E). The extrapolated (b) t

D/Dy—0 line (see Ref. 2fiprovides an estimate of the location of the line 0.0 ram

of dynamical arrest for this system.

limit. Following this prescription we reported in Fig. 1 the -1.0
coexistence curve calculated by Miller and Frenkel in the
7-¢ plane(7 is the Baxter stickiness parametaifter trans-
S : 20
forming it to theT-¢ plane according to Z
>
1 u -3 3.0
1—4—={1—(e"°—1)[(1—e) -1}, ) '
r
i.e., imposing the equivalence of the virial coefficient of the o E S E e EE p

Baxter and binary SW model. To independently support the ()

mapping, we calculate explicitly the location of the spinodal

line by bracketing it with the highesE at which no phase FIG. 2. (a) Time evolution of the potential energy per partitléN at Ty

separation takes place and the loweat which we observe a =9-05: following the quench frorii =1, for different packing fractionsh)
. . .. . _Same aga) but for Brownian dynamics(c) Same aga) but for T;=0.15.

growing spinodal decomposition peak. The calculated spin-

odal line, also reported in Fig. 1, is in very good agreement

with the estimates of Miller and Frenkel. Figure 1 also shows the location of the studied points in
Figure 1 also shows isodiffusivity lines for the studied the phase diagram.

SW model, i.e., lines along which the normalized diffusion

coefficient is constarlt' These lines show the typical non- B P ial ber of bond

monotonic behavior characteristic of SRAC systems, in™’ otential energy-number of bonds

which a speedup of the dynamics takes place at the tempera- One of the advantages of the SW models is represented

ture at which the competition between the two different ar-by the fact that the potential energy per particléN is di-

rest mechanisms is balanced. The isodiffusivity lines provideectly related to the number of bondsg per particle byn,

also a guide to the shape of the glass transition line, whickk-2U/(Nu,). Indeed two particles can be unambiguously

has been numerically estimated, by extrapolation, as theonsidered bonded if their relative distance is within the at-

zero-isodiffusivity line?* As previously reported, the glass tractive well distance. In the initial configurations, .4,

line meets the coexistence and spinodal line on the colloid=1.0, the potential energy varies between values characteris-

rich side, confirming that arrest in SRAC systems can takeic of a few particles bonded, for the lowest density, to less

place at low packing fractions only as a result of an inter-than one bond per particle, f@s=0.50.

rupted phase separatié?f.‘e’ Figure Za) reports the time evolution d#/N for the ND
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28— - T T ‘(a) momentum-conservation law requires many-body interac-

tions for cluster aggregation. Two-body interactions between
two monomers cannot produce a bounded dimer state. Once
a small number of small clusters is present in the system,
aggregation speeds up significantly.
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z 1__ ] Figure Zc) reports, for ND, the time dependence of the
Z a0l 4 energy for the quench d;=0.15. Comparing Fig. (@) with
- Fig. 2(c) we notice that the major difference with thig
-3.3r ] =0.05 case is in the long time scale. In the present case,
_3.4'_ COT005 D) | instead of remaining frozen, the energy continues to drift for
i lq’c =0 T=0.15 ND all the densities we considereghetween ¢=0.05 and ¢
35557 o3 R 03 :0.50, |nd|c§1t|ng that .the separation process does not arrest
0 during the simulated time.
The ¢ dependence of the final values of the energy is
300 - [— o=0.10] (b) shown in Fig. 8a) for the three cases discussed above. For
2001 _ the T;=0.05 quench, on the overall range of densities this
1000 T i guantity varies between 3.1 and 2.8 and it presents a maxi-
ol 1 |_r 1 mum close to the critical packing fraction. In equilibrium
300 . conditions, one would expect the energy to grow with the
200 — o packing fraction but, in this out-of-equilibrium situation, this
1001 i is not the case. To understand how the maximum arises, we
ok J % ] show in Fig. 3b) the distribution of bonds for three repre-
300 [— 9=0.50 - . sentative packing fractions, 0.10, 0.25, and 0.50. While the
200 ] ] high- and low-density cases have roughly the same average
100 - A,_T— _ number of bonds, at the critical packing fraction such an
[ J average is lower, as indeed expected by the value of the

1 1 1 1
123 456 7 8 910111213 14 energy. This difference is originated by the presence of a
# of bonds . . .
large tail of particles with a low number of bonds. In other
FIG. 3. (a) Potential energy per particle at the end of the simulatiopp¥sr ~ words, at the critical packing fraction the aggregate pos-
T;=0.05 (Newtonian and Brownian dynamicand for T;=0.15 (Newton-  sesses more surface particles than at lower and higher pack-
!ﬁg)}r(fltﬁ'ﬁé?ifg,]foﬁfg,S?,tlﬁﬂf';’:”of’éob,o"ds per particle for three paCk'in.g.s. This phenomenon may result from the fact that at the
critical packing fraction critical fluctuations are stronger than
at lower and higher packings.
case and’;=0.05. Following the quench &t 0, the velocity It is interesting to note that, within numerical error, ND
degrees of freedom equilibrate and beforel.0 the selected and BD results foiT;=0.05 are in agreement. Indeed this is
T; is reached. Structural degrees of freedom, however, relarot a trivial issue, since one would expect microscopic dy-
on a much longer time scale, dragged by the tendency of theamics to play an important role in an out-of-equilibrium
system to phase separate. The evolution of the energy showguation.
three different processes. After a characteristic time, which is ~ For T;=0.15, the finalJ values are smaller than the ones
longer the smaller the initial packing fraction is, aggregationat T¢=0.05, providing further evidence that at lotva dy-
sets in and the energy decreases significantly. This aggregh@mic arrest transition has taken place, blocking the ap-
tion process slows down significantly once a number ofroach to an equilibrium phase-separated state. Indeed, if
bonds of the order of six per particle is reached. In this lateequilibrium would have been reached(T=0.09 should
stage of the simulation run, two different behaviors can béave been lower thab(T=0.15.
distinguished. At very low density, i.e$<<0.05, the energy
continues to drop and does not seem to reach any stationa&y _
value in the simulation time window. Faf>0.05, however, ~C- Structure of the aggregates in real space
the time dependence of the energy abruptly stops and the An insight of the evolution of the structure during the
system does not show sign of further evolution. This can behase-separation process can be gained by examining Fig. 4,
seen as a first indication that an arrested structure haghere snapshots of th#=0.10 system are presented for dif-
formed. ferent times foiT;=0.05(both for ND and BD as well as for
Figure 2b) reports data similar to the one presented inT;=0.15. Before structural rearrangements start to take place
Fig. 2@ but for BD. Despite the different microscopic dy- (top row), the particles are homogeneously distributed within
namics, the time dependence of the energy shows similahe simulation box. In the second set of snapshots, the phase-
trends and the value of the energy at which the system stopseparation process starts to create regions richer and lower in
for different densities is indeed very similar to the ND casecolloidal particle concentratiofsecond row, which progres-
(see Fig. 3 Comparing in more detail the two dynamics, one sively coarserithird row). In the final configurationgfourth
notices that the Brownian aggregation dynamics is smootheow), both the ND and BD results present a very similar
as compared to the Newtonian one, probably because in NEamified structure for thel;=0.05 quench, while, as ex-
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T=0.15
ND

.

time

.
\L/ t=68643

FIG. 4. Snapshots of configurations at different times from the quen@h=4.05 and¢$=0.10: (a) Newtonian dynamics antb) Brownian dynamics(c)
Same aga) for T;=0.15 and¢$=0.10.

pected, the structure far;=0.15 is more compact. Compar- packing fractions between 0.01 and 0.10 for the two
ing these intermediate states with the last recorded one, guenches. At low temperature, i.d;=0.05, and low pack-
appears that foff;=0.05 the system dynamics has arresteding fraction, i.e.,$»=0.01, the system is made up of a large
For T;=0.15, however, even if the system forms a percolatelongated cluster that does not span all the simulation box,
ing space-spanning structure, its evolution is not arrested.e., does not percolate. Percolation is not observed at any
Indeed the system is still able to rearrange itself, suggestingtage during the separation process. Some monomers are still
the presence of a significant mobility. present, but their number progressively decreases with time.
It is important to stress that the arrested structures obin a real system the large aggregates will be eventually sub-
tained by ND and BD are indeed very similar, which pro- jected to precipitation due to the gravitational field. At
vides a support to the independence of the nonequilibriunx0.05, the final structure percolates. All particles belong to
structure to the microscopic dynamics. Thus, if one is interthe spanning cluster, which is extremely open and with tiny
ested, as in the present work, to characterize the arrestemnnections. The situation is even more evidengal.10.
structure, it is possible to use equivalently BD or ND sinceThe network that spans the box has a more defined structure
the results are insensitive to the evolution scheme choseand the distribution of particles appears to be more uniform.
Obviously, since BD evolves toward the final structureThis structure clearly resembles the idea of a gel a, highly
roughly two orders of magnitude slower than ND, the use ofinhomogeneous percolating arrested structure. It is perhaps
ND offers a net gain in terms of computational time. If one, interesting to stress that the percolating structure is formed
however, is interested in the kinetics of the process, i.e., howluring the separation process.
the gel structure forms, issues concerning the microscopic For T;=0.15, at low packing fraction, i.e¢=0.01, the
dynamics should be properly addressed. final structure is similar to the previous case; the system has
Figure 5 shows snhapshots of the final configurations foformed a single nonpercolating cluster. Its structure, how-
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(T; = 0.05)

P

(Ty = 0.15) Sup(a,t) = (@, (a,H)ep(a, 1), 4

where the partial density variables are defined gg$q)
=SNeexiq- r(t)(k")]/\r’ﬂ. At equilibrium, time translation in-
variance impliesS,45(q,t)=S,4(q,0), i.e., the static structure
factor is a time-independent function. In our case, however,
we are in an out-of-equilibrium condition and thelepen-
dence must be maintained. In particular, we shall focus on
the total static structure factor defined as

1,2

S(G,t) = X S,.e(a.t). (5)
B

Numerically this quantity is calculated for a given configu-
ration at a timet by calculating the density variable,(q)

and averaging on differemf vectors with the same modulus

g but different orientations. Such spherical average was per-
formed over up to 300 distingf vectors. For the ND, results
for the T;=0.05 case are shown in Fig. 6 for three different
densities:$=0.10 in Fig. &a); ¢=0.25(the critical density

in Fig. 6(b); and ¢=0.50, in Fig. &c).

At ¢$=0.10, the structure factor starts from the typical
shape of a low-density hard-sphere fluid, i.e., no structural
peaks either at contact, i.e@~6.2, or at higher values. As
the energy starts to drop, roughly tat 10?, the system be-
comes more structured. A first effect is represented by an
increase at the nearest-neighbor peak of the structure factor,
a structural confirmation of bond formation. Simultaneously,
a spinodal decomposition pedét low g starts to emerge.
This indicates the development of a characteristic length
roughly proportional to /g, whereq, is the location of
the peak. This peak grows, coarsens, and eventually stops.

To characterize the evolution of the peak we studied the
evolution of the maximum and of the first momen of
S(g). This moment is defined as

¢=0.50 ¢=0.10 e
J aS(q.t)dg
_Jq
FIG. 5. Snapshots of the final configurations Tgr-0.05 (top left) and Ty a1 = & ) (6)
=0.15(top right for 0.01< ¢<<0.5. The unity of lengtioy,) is graphically S(q,t)dq
kept constant for the first and the last three rows. Hence, an increase in 0 '

density implies a smaller simulation box.
where the integral is performed with a proper cuigff This

ever, is more compact than in the previous case, resemblirfgantity scales as }hgo peak location but can be calculated
more the shape of a spherical droplet.#0.05, the situa- With better accurac}**we have chosen=4.0 to weigh

tion is different. A single cluster is present but it does notthe long-wavelength fluctuations responsible for the phase
form anymore a rigid percolating structure but rather anSéparation(cy,t) andqy(t) are shown in the inset of Fig.
elongated cluster. It is only a=0.10 that the systems per- 6(a). The maximum of the peak starts to growtat10” and
colate again. The general trend, however, is that the strudhen att~4X10® reaches a value around 20 and it remains
tures are significantly more compact than fBr=0.05, in frozen at this value. This is also confirmed by the behavior of

39,40,4

observed aff;=0.15, as compared to ti#g=0.05 case. before; “these are phenomena that are typical of the
formation of a dynamic arrested struct(te?

For density close to the critical one, i.e6=0.25, the
behavior is similar to the previous case, but less pronounced,
as shown in Fig. @). S(q,0) presents a more pronounced

To properly quantify the structure of the system we studycontact peak, a consequence of the higher density. As the
the static structure factor as a function of the time elapsedystem evolves in time the contact peak grows as ing¢the
after the quench. For a binary mixture the partial static struc=0.10 case. The dynamical evolution of the maximum and of
ture factorsS,4(q,t) can be defined as the first momenty;, shown in the inset of Fig.(6), is similar

D. Static structure factors
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20[-) 2 o (a] well known that when the system at high density and tem-
i 20 ' ' "PMO- ] perature is cooled the effect for SRAC systems is the lower-
1 g :f): N 1 ing of the first peak and the appearance of long-tail oscilla-
15‘” “ & 17 tions. Indeed in MCT this trend is responsible for the
ik ot i SRV ESENY RV RIS | reentrant glass line and for the formation of the attractive
B 1ol l\ 2 e | glass® and it has been observed in simulations on SW sys-
2 _f % ] tems both at equilibriufit and in the aging regim@. It is
E | T D p interesting to note that while the contact peak decreases with
\ %Ettttnmm
- 1~ -1 . . . . .
5F o , Ly oG ] time, the second pedk|~ 12.5 increases, a clear indication

of the emergence of these oscillations. Also for lowethe
situation is different from the two densities discussed above.
A slight increase of the structure factor is present with time
but now we cannot talk of a real peak formation. The system
freezes but its structure remains basically homogeneous and
no large aggregates are formed, as confirmed by the evolu-
tion of the maximum and ofj; reported in the inset of Fig.
6(c). These results suggest that at this packing fraction the
system is sufficiently homogeneous that the MCT scenario is
recovered. The frozen structure is similar to the one of a
homogeneous liquid and the contact interactions are respon-
sible for the structural arrest, enforcing the idea that SRAC
gels are spatially inhomogeneous attractive glagseshe
MCT fashion, where the inhomogeneity is built by the
phase-separation process.

Analysis of the BD configurations confirms the above
scenario, in agreement with the previous discussion based on
the potential energy. FiguregaJ—7(c) report BD results for

3 ' A . — $=0.10,$=0.25, and¢$=0.50, respectively. The results are
25; | | very similar to those that we previously discussed for ND.
“l "'gl.s:— y For ¢=0.10 and$=0.25 a lowg peak emerges and gets
sl . 0;5 gl arrested at a plateau. The difference with ND results is rep-
I N, oL resented by the time it takes to get to the maximum value of
T 1s ) 10010 10t 10° 10° 10° 10 1o the lowq peak. In the BD, the transient is slower, as was
w2

found in the energy evolution. Indeed this phenomenon is
more evident for¢p=0.10, where in the explored simulation
window, only the approach to the plateau can be studied. At
¢=0.50, no lowg peak emerges, in agreement with the ND
results.

The situation is different for the higher-temperature
quench case, i.eT;=0.15. Figures &)—-8(c) report S(q,t)
FIG. 6. Time evolution of the static structure fact8ig) for T;=0.05 at for $=0.10, 0.25, and 0.50, respectively. As for thie

three packing fractionsa) ¢=0.10, (b) ¢-0.25(the critical packing frac- = 0-05 case, following the quench the system starts to de-
tion), and (c) ¢=0.50. In the inset, the evolution of the height of the first velop inhomogeneities, expressed by the formation of a

maximum and its position eX.pI'ESSE‘.d by the quarditys shown(see t?Xt growing |ow.q peak ins(q,t)_ In this case, however, no signs
for detailg. The full symbolslln the |ns_et _represent the times at which theof structural arrest are observed. For examplegﬁoro.lo
structure factors are shown in the main figure. . B !
Fig. 8a), S(q,t) develops a maximum at- 10° that shows a
slow but continuous increase. Similarly the position of the
to the previous case but the final plateau values are mugbeak, represented hy, moves to lowerg and continues to
lower. Hence in this situation the arrested phase presentiift for all the time of the simulation, indicating that the
smaller aggregates and is more homogeneous than the casegyregates are growing in size. At a later stage4 x 10%,
lower density, quantifying the previous observations basedhe slow growth of the maximum presents a sharp increase,
on the real space picturésee Sec. Il ¢ giving evidence that a different regime has been reached.
A different situation emerges when the system is at highSimilar behavior is observed fap=0.20, Fig. 8b), but in
density. The evolution of the structure factor f¢=0.50 is  this case the increase in the maximum and position of the
presented in Fig. @). S(q,0) presents a very pronounced first peak is faster as expected since the quench is deeper in
contact peak, higher than 2.5 due to the high particle packthe phase-separating region. Finally f¢~=0.50, Fig. &c),
ing. After the quench, when the system evolves, this firsthere is an evident formation of a lowpeak that, differently
peak decreases and moves to slightly highere., the op- from theT;=0.05, slowly grows.
posite trend of the previous case. This is not surprising; itis  To conclude our analysis, we present tBg) of final
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FIG. 7. Same as Fig. 6 for Brownian dynamics. FIG. 8. Same as Fig. 6 foF;=0.15.

configurations at all the densities that have been investigated

with ND. Figure 9a) shows theT;=0.05 case. The first thing lower degree of dishomogeneity as the density is increased.
to notice is that the shape of the structure factors does ndthe crossover between these two regimes is characterized by
significantly depend ow wheng=5.0, suggesting a similar the connectivity properties of the resulting structure. The on-
local structure. At lowen, however, differences are evident. set of a percolating attractive glass structure appears to be the
For the lowest densityp=0.01 and¢=0.05, the system pro- condition for global arrest. At small packing fractions, glass
ceeds with the phase separation but for higher density thigjusters can still freely diffuse and aggregate progressively.
phenomenon is arrested. Moreover, increasinthe degree  Formation of a gel built with a diffusion-limited cluster

of dishomogeneity in the system decreases continuously Upechanism in which the glassy clusters created in the phase-
to $=0.50 where a lowg peak is not detected and the struc- separation process are the renormalized monomers is a pos-

ture is very similar to that of a homogeneous liquid. From . . . . .
this analysis it is evident that we can distinguish betweenSIbIIIty which cannot be excluded, but it would require the

two different ¢ regions.(i) At low packing fraction, i.e.¢ study of a much bigger system, which is out of our present

<0.10, the system does not present any arrest in the phas%apabilities. This issue remains open for further investiga-
separating processii) In the intermediate regime, i.eg>  tons. _ _ o
0.10, the system gets arrested in a structure that presents a IntheT;=0.15 case, the lowrregime grows indefinitely
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FIG. 10. Representation of the studied two-dimensional slabs. The three
slabs are chosen at a heigi#t2.4, 12.0, and 22.6 and they have a width of
40'b.

ation is different for theT;=0.15 case. The three slabs
present very different distributions, showing the presence of
a big aggregate that results from the tendency of the system
to form a single spherical droplet, since no arrest is taking

packing fractions(a) T;=0.05 and(b) T;=0.15. place. On the contrary in a different slab, only a few particles
are present.

since at this value of the temperature the phase separation is
taking over and the effect of the low-temperature affects only
the kinetics of this process.

E. Structure of the aggregates in two-dimensional
slabs

In this section we focus our attention on the properties of
two-dimensionatlabsof the simulation box along one of the
axis. This is something that, in general, is achieved in con-
focal microscopy experiments. Indeed, the typical size of a
colloidal particle allows for this very powerful investigation
in real space. Among the important phenomena that have
been studied by this technique we can mention structural
relaxation in  hard-sphere  mixturés, nucleation
phenomena® fluid—fluid interfacial propertied! and indeed
aggregation and gelation phenomerion.

We divide our simulation box in slabs along thexis,
mentioning that in our simulation there is no external field
acting on the systergsuch as, for example, gravjtand con-
sequently the choice of the height of the slabs is arbitrary.
We take slabs of thickness=4, i.e., four times the diameter
of the B particles. We focus on the final configuration ¢at
=0.10 andT;=0.05, shown in Fig. 10. Figure (@ shows
snapshots from the top of three arbitrary slabs. The structure
is extremely ramified and it is possible to notice long elon-
gated clusters that form the basic unit of the arrested struc-
ture. As expected, the distributions of particles in the thre

(ay) (b)

2=21.6 z=21.6

(T4 =0.05) (Ty =0.15)

%IG. 11. Snapshots of the two-dimensional slétse Fig. 10 of the final

slabs are very similgr since the phase-separating process W&figurations at three values of taoordinate (@) T;=0.05 andg=0.10;
arrested before a big compact cluster was formed. The situb) T;=0.15 and¢=0.10.
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FIG. 13. (a) Density—density correlation functiogy(t) for different waiting
FIG. 12. Two-dimensional structure factBy,(q) for different values of the  timest,, after the quench. This case correspondsgpte0.25 andT;=0.05.
z coordinate(see text for details (a) T;=0.05 and$=0.10;(b) T;=0.15 and The correlation functions are calculated fprg=20. (b) Time evolution of
¢=0.10. The dashed line corresponds to the three-dimensional sphericaltj)e nonergodicity parametéy with increasingt,, for the same case.
averagedy(q).

To better characterized thi v two-di ional i.e., the system is nonergodic. This is normally detected by
10 better characterized this hearly two-cimensional CoNy, o jansity correlation functioné®(t, t,) defined by
figuration, we calculate the two-dimensional structure factor 4

Sy(q) defined as ¢ (ttw) = (u(a,Dep(a,t + 1), 9)
5 L2 A where configuration at a timg, after the quench is corre-
SP(0,2) = 2 (2,(@).24,2), (7) " Jated with a configuration atv+t. In what follows we focus
P our attention on the total correlator defined, in a similar fash-
with ion to Eq.(5), by
1 N(2) 1,2
0.8 = ==2 expli[ax? +ay ]}, ®) Po(tt) = 2 Bt L) (10)
VN(2) k=1 wp

where the sum is restricted to coordinates belonging to th&hen the system is at equilibrium, time translational invari-
particle that lies withire+A/2 andz—A/2;N(z) is the num-  ance holds and the correlators are independent from the wait-
ber of such particles and,(z) the relative concentration of ing time, i.e.,¢gﬁ(t,tw):¢gﬁ(t). When the system starts to
the two species in the slabs. The vedidies in the plane of lose ergodicity, the correlators do not relax anymore to zero.
the slabs and has the chosen modulus whereas the orientati®his effect is usually measured in terms of the nonergodicity
is chosen randomly. For the total two-dimensional structurgparametef,, defined as the long-time limit of the correlator,
factor a definition analogous to the one given by E8). i.e., f;=¢4(t— ). This quantity represents the order param-
holds. Figure 1) reports the results fof;=0.05 for the eter for the glass transition, since when it is zero the system
three z values considered together with the spherical averis in an ergodic state, when it is finite the system is in a
agedS(q) considered before. In all cases in which the slabnonergodic state. In equilibrium, within MCT formalism it is
dimensions are representative of the sample, the thregossible to directly calculatg, from the static structure fac-
dimensionalS(g) coincides with the two-dimensional one. tor and eventually test the theory with experimental or nu-
merical results. We studied both the density—density correla-
tion function and its long-time value. We focus on the case
T;=0.05 and we chose to analyze the system closer to the
When a system forms an arrested state only a few of theritical packing fraction, i.e.¢p=0.25
possible configurations in phase space are actually explored, In Fig. 13a), the evolution of the correlation function,

F. Nonergodicity parameter
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expressed agq(t-t,), is presented for waiting times longer 1=
than the time needed to thermalize the velocity degree of 0.9
freedom and for a representatigevector, qog—20. For a -
short waiting time, the correlation functions relax to zero. 0.8
For a larger waiting time, a nonergodic contribution arises.

Eventually, for large enough,, the correlators remain on a t
plateau that is very close to unity. This behavior is different 0.6
from the evolution of the aging dynamics for SRAC systems
at higher densi&f’ In that case, after a low-temperature
quench, there was no evident sign of a plateau even at the 04
largest waiting time considered. In other words, the aging

0.7

03 : : . :
dynamics of the attractive glass is different from the present 0 3 10 q165 20 25 30
one, a fact that enforces the idea that the two phenomena i
have different origins. 10° paeyrery 1 B A

The evolution offy(t,) with waiting time as obtained
from the long-time limit of the correlators is shown in Fig.
13(b) for four representative waiting times. The wave-vector
dependence of(t,) develops progressively, starting from
smallg. The width of the nonergodicity parameter is related
to the localization length. As time goes on, more and more
particles aggregate, resulting in a decrease of the average
localization length. The fact that already at short time the
system possesses a finite lgwronergodicity parameter is a
clear indication of the presence of a spanning structure made
of a few particles. As more particles join the percolating
cluster the system becomes more nonergodic on shorter and
shorter length scales. This suggests that the localizatiopg, 14. (a) Nonergodicity parameter for different packing fractions in the
length progressively decreases, following the same patterimal arrested state af=0.05. (b) Mean-square displacement in the final
recently observed in both chemithand thermoreversiblé ~ arested state for different values ¢f
gels.

We have attempted to compare the nonergodic behavigfmes [t=57 in Fig. 13b)]. The first nonvanishind,, was
observed in our simulations with MCT predictions, using asgharacterized by a width already larger than(B0units of
input the S(q) calculated from the simulations. Unfortu- o).
nately, as well known, MCT overestimates dynamical arrest. \we perform a further analysis considering the variation
In the case of hard spheres, arrest is predicted to take plagg the finalf, with density. The result is shown in Fig. (&
for ¢>0.516 if the Percus—Yevicl(q) is used and forp  for a packing fraction ranging from 0.05 to 0.50. The width
>0.525 with Verlet-Weiss correction or, more precisely, forof the nonergodicity parameter decreases when the packing
$>0.546 the “exact’S(q) calculated from simulations is fraction is decreased. This is an indication of the fact that the
choser? In both cases, these criticel values are smaller average localization length is larger for the lower packing
than the experimentally and numerically detected value ofraction, the one characterized by a more open structure. As
¢#=0.58. Similarly, the MCT predictions for the attractive we discussed above, at high density the system maintains a
glass overestimate the ideal glass transition temperature kjertain homogeneity and no open empty region is detected.
more than a factor of 2. Comparing experimental or simulaAn open structure presents large-amplitude modes and, as a
tion data with MCT predictions for the ideal glass transitionconsequence, the mean localization length is expected to
locus requires an appropriate mapping in ¢heT plane?“’61 grow with decreasing packing fraction. This interpretation is
MCT predictions which do not account for the mapping sug-confirmed by the mean-square displacem@ngD). In out
gest that the ideal glass line preempts the spinodal(liee  of equilibrium, this quantity is defined &8 (t—t,)—r(t,)|?),
it is located above the phase-separation clj%é)nly when  wherer(t) is the position of the particle at timeand the
the appropriate mapping is accounted for does the attractivaverage -) is performed over all the particles. Here we focus
glass line correctly end in the high-colloid-concentration sideon the total MSD, i.e., evaluated with no distinction between
of the spinodal curvé? It is very unfortunate that the over- particles of the two species for different valuestefv. The
estimation of the glass critical line prevents the possibility ofresults are presented in Fig.(b# After a ballistic short-time
meaningfully solving the MCT equations for the case of theregion, the MSD reaches a plateau, whose value is larger the
phase-separating system by using as input the exact numesgmaller¢ is. Since the long-time value of the MSD provides
cal S(q,t,), since the role of the largg is dominating al- an estimate of the characteristic size of the cages confining
ready at short time. Our attempts to solve the MCT equationghe particles, data in Fig. 1) confirm that, in the arrested
failed in reproducing the small width observedfipat short  state, particles are more and more localized on increaging

MSD
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IV. CONCLUSIONS namics. In order to exclude any artifact introduced by the
Newtonian dynamics, we performed simulations, for the
The aim of this manuscript is to provide numerical evi- lowest T, also using Brownian dynamics. The two micro-
dence that, in the case of SRAC systems, the formation of agcopic dynamics provide the same equilibrium description
arrested state at low packing fraction results from a phasebut different time scales. On approaching a structural glass
separation process interrupted by an attractive glass trangransition, it has been shown that ND and BD generate the
tion. We have shown that indeed, only when the system isame long-time behavif.When the system is phase sepa-
quenched belowl,, the temperature at which the attractive rating, as in our case, the microscopic dynamics could play a
glass line crosses the coexistence line on the high-polymenajor role. We show, however, that the arrested structure
concentration side, the coarsening dynamics gets arrestettained by the two different dynamical schemes are very
due to the mobility reduction associated with the glass transimilar. Since BD simulation can be a few orders of magni-
sition. We also observed that the arrest takes place only whemde slower than ND simulation, it is important to have the
the structure is percolating, which at the studigdrequires  possibility to use the latter to describe aging processes in
¢=0.05. For smallegp, diffusion of the droplets provides a colloids.
slow coarsening mechanism which is missing in the perco-
Ia_lting case. Folf >T,, we observed a _continuc_)gs progres- ACKNOWLEDGMENTS
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