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We investigate the effect of interaction range on the phase behaviour of Janus particles with a
Kern-Frenkel potential. Specifically, we study interaction ranges A = 0.10,0.30,0.40,0.50 with
o the particle diameter, and use variable box shape simulations to predict crystal structures. We
found that changing the interaction range beyond 0.20 drastically increases the variety of possible
crystal structures. In addition to close-packed structures, we find body-centered tetragonal and
AA-stacked hexagonal crystals, as well as several lamellar crystals. For long interaction ranges
and low temperatures, we also observe an extremely large number of metastable structures which
compete with the thermodynamically stable ones. These competing structures hinder the detection of
the lowest-energy crystal structures, and are also likely to interfere with the spontaneous formation
of the ground-state structure. Finally, we determine the gas-liquid coexistence curves for several
interaction ranges, and observe that these are metastable with respect to crystallization. Published by
AIP Publishing. [http://dx.doi.org/10.1063/1.4960423]
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. INTRODUCTION

One of the most versatile ways of tuning the phase
behaviour of spherical colloidal particles is to decorate
their surface with attractive patches. Experimentally, patchy
particles can be synthesized in a variety of ways,'” and
are used in the self-assembly of novel materials both by
tuning their thermodynamic properties,>®'! as well as by
controlling and exploiting their nonequilibrium behaviour.'!?
Even in thermodynamic equilibrium, patchy particles show
a rich and complex phase behaviour, including a wide
variety of stable crystal structures.'?>~'® This phase behaviour
is controlled by the vast parameter space that defines the
playing field. In particular, the number of patches per
particle,'>!'® patch size,'”'® patch shape,'> and interaction
range'>?%2! have all been shown to play an important
role in the phase behaviour. For example, similar to
systems with isotropic attractive potentials,’?~>> the gas-liquid
coexistence can become metastable with respect to the fluid-
crystal coexistence upon decreasing the range of the patchy
attractions.”!

The rich phase behaviour of patchy particles is
exemplified by the simple case of a single patch per
particle. One-patch spherical colloids, for which a number of
experimental realizations have been developed,’>*?7 have
drawn a considerable amount of theoretical attention, and
have been predicted to spontaneously form many interesting
structures. For example, computer simulations have shown that
one-patch particles with a patch coverage fraction of 30% can
form tube-like structures,”®=" while Janus particles (where
exactly 50% of the particle surface is attractive) can form
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micelles, vesicles, bilayers, and multiple crystal structures.'*

Another recent simulation study demonstrated that tuning the
patch coverage fraction of one-patch particles can further
increase the number of accessible crystal structures.’!

In this work, we investigate how the phase behaviour of
Janus particles (with 50% surface coverage) changes upon
altering the interaction range A, which sets the number
and type of geometries in which the particles can bond
with each other. We cover a large set of parameters for
spherical one-patch particles modelled using the Kern-Frenkel
potential,’>3* with interaction ranges up to 50% of the
particle diameter o. Snapshots of particles of the studied
ranges with their bonding volumes are shown in Fig. 1.
For these, we thoroughly investigate the phase behaviour by
first identifying possible crystal structures and subsequently
calculating the full equilibrium phase diagrams by means
of free energy calculations and thermodynamic integration
methods. Previous work on the crystal phases of Janus
particles using this model focused on the cases A = 0.050!
and A = 0.20."* Combining our new results with the phase
diagrams from these studies provides a complete picture
of the dependence of the phase diagram on the interaction
range. Our results show that up to A ~ 0.2 the phase diagram
remains similar, mostly containing the same set of stable
crystal structures, as the short interaction range limits bond
formation to nearest neighbours only. Upon further increasing
A, the number of possible stable crystals increases drastically,
leading to a larger variety of crystal structures. For several
interaction ranges, we also incorporate calculations of the
gas-liquid phase separation and discuss its relative position
with respect to the stability field of the crystals.

Published by AIP Publishing.
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Il. MODEL

In this work, we model the interactions between our Janus

particles with a Kern-Frenkel potential «XF, which is defined
32,33
as 3%

MKF(I'U, fl,‘, ﬁj) = I/tsw(}’[j)Q(f'[j, ﬁ[,ﬁj) + MHS(VU), (1)
where 3% (r;;) is a square-well interaction potential

- fo<r;<oc+A
uSW<rl-,~>={O :

and Q(f;;,f;,h;) is a function depending on the orientations
of two interacting particles,

2

ifrl-j>0'+A

F;j-n; > cosf and
1 if {f;; -fij > cosf

3)

Q(f'ij,ﬁi’ﬁj) =
0 otherwise

Here r;; is a vector between particles i and j, r;; is its length
and f;; is the unit vector in the direction of r;;. fi; ; denotes the
orientations of the particles i, j. The diameter of the particles
is denoted by o, the interaction range A. Finally, the choice
of the hard-sphere potential #"'S guarantees that the particles
do not overlap

oo ifr;i <o,
wH5(rij) = {0 /

We choose cos6 =0 to ensure that the patch surface
coverage fraction of the Janus particles is exactly 50%. To
illustrate, Fig. 2 shows a schematic representation of two Janus
particles interacting via the potential in Eq. (1). The well depth
€ fixes the energy scale, so that 7' is measured in units of €/kg,
where kg denotes the Boltzmann constant. Note that in an
experimental setting, the effective temperature kg7/e can
typically be tuned over a wide range, either by modifying
the actual temperature or by modifying the interaction

)

FIG. 2. Schematic representation of two spherical Janus colloids interacting
with a Kern-Frenkel potential Eq. (1). The particles themselves are shown in
pink, and the attractive bonding volumes are indicated in blue. The vector r; ;
points from the center of particle i to the center of particle j. The vectors f;
and fi; denote the orientations of particles i and j.

“4)

otherwise.
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FIG. 1. Janus particles for six different values of the
interaction range (A=0.050, 0.107, 0.207, 0.307, 0.40,
and 0.507). In the pictures the hard sphere particles are
coloured in red and the bonding volume is depicted with
transparent blue.

Finally, we remark that while it is possible with this
interaction potential to reasonably reproduce the physical
behaviour of colloids with short-ranged attractions, e.g., parti-
cles with one hydrophobic and one hydrophilic hemisphere,’
potentials with longer interaction lengths, especially at higher
densities, may require many-body effects’**3® or more a
more complex dependence on the interparticle distance or
angular alignment between the particles. These effects are not
included in the present potential choice, and may limit the
ability of the model to quantitatively reproduce experimental
situations.

lll. METHODS

In order to determine the equilibrium phase diagrams for
the systems under investigation, we use Monte Carlo com-
puter simulations to calculate free energies of all competing
phases, following the methodology described in Refs. 37 and
14. In particular, for each system we start our investigation
by identifying candidate crystal structures using variable box
shape or “floppy box” simulations.'*3%3 A small number of
additional candidate structures were obtained from simulations
where crystals spontaneously transform into a different struc-
ture. The different crystal structures are distinguished using
various methods and order parameters described in Ref. 14.
Subsequently, we calculate the free energy as a function of
temperature and density in each phase (including the fluid)
using thermodynamic integration techniques.?” We determine
coexistences from the calculated free energies by locating pairs
of state points with equal pressure, temperature, and chemi-
cal potential. Phase coexistence lines are then traced out by
using the Kofke integration method*” starting from the iden-
tified coexistence points. In addition, gas-liquid coexistences
and critical points were located using the successive umbrella
sampling technique.*!

IV. JANUS PARTICLES WITH A = 0.050 TO 0.20

First, we investigate Janus colloids with interaction range
A =0.10. Such short-ranged potentials are most close to
experimental colloidal systems that exploit hydrophobic and
hydrophilic interactions to create patchiness.®**~** The phase
diagrams for A = 0.10 in the T—p and p-T plane are shown
in Fig. 3(a) and Fig. 3(b), respectively. Compared to the
phase diagram for A = 0.050°, which was already calculated
in Ref. 31, the phase diagram for A = 0.10 has the same
topology and contains the same stable crystal structures,
although the coexistence densities are slightly different.

Our calculations reveal an equilibrium phase diagram
containing three distinct crystal structures, indicated as
L, II, and W (see Table I), as well as a fluid phase. At low
densities and sufficiently high temperatures the fluid phase
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FIG. 3. Phase diagram of Janus particles in the 7—p plane and in the p-T plane for interaction range A=0.1c (a) and (b), and A=0.20 (c) and (d). We
identified stable phases I, II, W and the fluid, and wrinkled bilayer sheets (for A =0.207). The gas-liquid critical point and the gas-liquid coexistence are marked
by red dots. Note that the critical point is metastable with respect to the crystal-gas coexistence for both interaction ranges. The dashed lines in (a) and (b)
represent estimates of the fluid-crystal coexistence lines. Data for A = 0.20" are reproduced with permission from J. Chem. Phys. 138, 164505 (2013). Copyright

2013 AIP Publishing LLC.

is stable, as expected. At lower temperatures a low-density
fluid coexists with crystal phases at high density. The crystal
which is stable at the lowest temperatures is crystal I. In
this structure, the particles are arranged in a face-centered
cubic (fce) lattice, where each particle is bonded to at most
9 neighbours (see Fig. 4(a)), resulting in an average number
of 4.5 bonds per particle. Going up in temperature, crystal
IT becomes stable. In this phase, the particles are instead
ordered on a hexagonally close-packed (hcp) lattice, with
an average of 4.25 bonds per particle in the fully bonded

TABLE L List of crystal phases for an interaction range of A =0. 1o display-
ing U/N e and po for selected kgT /€, Bpo>.

A=0.10
Phase kT /e Bpo? U/Ne po3
I 0.1 20 -4.5 1.23
I 0.17 11.8 -3.73 1.23
W 0.22 9.1 -3.27 1.21

RIGHTS LI L)

state (see Fig. 4(b)). Upon increasing the temperature even
further, we find the W crystal, which again corresponds to
a hep-ordering of the particles, but with a significantly more
complex bonding pattern (see Fig. 4(c)). When the temperature
is increased even further the particle orientations become
uncorrelated, which is indicated with a gray dashed line in
Fig. 3.

For completeness, we also include the phase diagrams
for A =0.20 from Ref. 14 in Figs. 3(c) and 3(d). For this
interaction range, the same three crystal structures are stable,
as well as one additional phase. The crystal structures at
A = 0.20 tend to form at lower densities, as the longer bonds
allow for larger interparticle distances while retaining the
same number of bonds.

Interestingly, the additional phase observed for A = 0.20
is a peculiar stable crystal structure in the form of wrinkled
bilayer sheets'* (see Fig. 4(d)). This structure does not
appear in the phase diagram for ranges A < 0.1c. Indeed,
our calculations show that on decreasing the range below
A = 0.20, particles can no longer form a sufficient amount of
bonds to stabilize the structure. To assert at which interaction
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FIG. 4. Picture of crystal I, II, and W, the thermodynamically stable crystals
found for the short interaction ranges A=0.050" and A =0.20". The picture
also shows the wrinkled bilayer sheets (only one sheet shown), a stable
structure for A=0.20". Reprinted with permission from J. Chem. Phys. 138,
164505 (2013). Copyright 2013 AIP Publishing LLC.

range the wrinkled bilayer sheet breaks down, we performed
simulations for € > kgT and A = 0.20, starting from the
wrinkled sheet phase, and decreased A at constant pressure
and temperature (NpT). After each step, we allowed the
configuration to equilibrate to reconnect bonds that were
broken during the decrement of the interaction range. Using
the above approach, we observe that the bilayer sheets can
still exist down to an interaction range of A ~0.120. For
interaction ranges A < 0.120" the network of bonds is broken
and the structure falls apart.

In addition to the crystal phases, we calculated the gas-
liquid critical point using successive umbrella sampling.*' In
the phase diagram Fig. 3(b) we can see that for A =0.1c
the critical point is metastable with respect to the gas-
crystal coexistence, similar to what was previously found
for A = 0.20 (Fig. 3(d)). However, for A = 0.10 the critical
point is metastable with respect to the fluid-crystal coexistence
with crystal W instead of the wrinkled bilayer sheets. We note
that for range A = 0.20 the critical point would have been
stable if the wrinkled bilayer sheet phase had been absent.
We also would like to draw attention to the peculiar shape of
the gas-liquid metastable coexistence, displaying a re-entrant
gas phase upon cooling, which originates from the onset of
clustering in the gas phase.*> We have verified that the low
density phase consists of clusters of bonded particles. In the
case of A = 0.20" we observe both micelles and vesicles made
of a bilayer structure with the attractive hemispheres pointing
toward each other. Similar to A = 0.050-,%! for A = 0.10 we
observe micellar clusters, but no vesicles. As both vesicles
and wrinkled sheets are based on bilayered structures and
absent for A = 0.10-, we conclude that this range is too short
to stabilize bilayered geometries at low density.

V. JANUS PARTICLES WITH A = 0.30

We now turn our attention to Janus particles with an
interaction range A = 0.30~. We find (out of a plethora of
mechanically stable candidate structures) three different ther-
modynamically stable crystal phases, see Fig. 6 and Table II,
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TABLE II. List of crystal phases for an interaction range of A=0.30 dis-
playing, U /N e and po3 for selected kgT /€, Bpo>.

A=0.30
Phase kgT /e Bpa'3/f U/Ne p0'3
I 0.05 50 -4.75 1.19
v 0.15 16.7 -4.45 1.16
VI 0.25 10 -3.55 1.09

crystals III, IV, and VI. The resulting phase diagrams in the
p-T and p-T representations are displayed in Figs. 5(a) and
5(b), respectively.

Crystal III appears at the lowest temperatures, and
consists of a body-centered tetragonal (bct) lattice, with
the particles oriented in 8 main directions. In Fig. 6 we
show both an image of the crystal structure as well as a
plot of the distribution of particle directions on the unit
sphere, which shows 8 distinct preferred directions. The
ground-state interaction energy per particle of crystal III
is U/Ne = —4.75. Crystal IV appears at higher temperatures.
This crystal has a bct lattice as well, but the orientations, if
plotted on a unit sphere, are distributed along 4 distinct stripes,
see Fig. 6. Crystal IV has an interaction energy per particle

A =0.30

10"

Bpo®

10°

III
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05 T T T T T
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0.1 | |

00 L L L L 11 III Il

00 02 04 06 08 10 12

po’

FIG. 5. Phase diagram in (a) p—T and (b) T—p plane for the Janus particles
with interaction range A =0.30". Four different phases are stable, III, IV, VI
and the fluid. The dashed lines indicate the estimated fluid-crystal coexistence.
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III U/Ne = —4.75

FIG. 6. Stable crystals found for interaction range A =0.30". On the left the
position of the spheres on the lattice is depicted; on the right the particles with
their respective bonding volumes (depicted in blue) are shown. The bottom
row shows the particle orientations on the unit sphere for each structure.

as U/Ne = —-4.5. By simulating at different temperatures
at constant po>/e = 2.5, starting from an initial crystal IV
structure, a lamellar crystal VI spontaneously emerged around
kgT /e = 0.24. Our free-energy calculations confirm that this
structure is stable at higher temperatures than crystal IV. In
crystal VI, the particles are on an hcp lattice and are roughly
oriented in two main directions, represented by two distinct
surfaces on a unit sphere, Fig. 6. This particular orientation
distribution increases the rotational freedom of the particles
in comparison to crystals IIT and IV. However, the interaction
energy per particle inside crystal VI is considerably higher,
about U/Ne ~ —3.8.

We note that at lower temperatures, the high-density
fluid becomes difficult to equilibrate, making the calculation
of the fluid-crystal coexistences with crystals III and IV
computationally too demanding for us to evaluate accurately.
Atvery low T (kgT/e = 0.1) itis, however, possible to estimate
the fluid-crystal coexistence assuming that the fluid phase
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can be properly modelled as an ideal gas. The fluid-crystal
coexistence lines determined this way are reported as dashed
lines in Figs. 5(a) and 5(b).

VI. JANUS PARTICLES WITH A = 0.40

We now further increase the interaction range to
A = 0.40, and show the phase diagrams in Fig. 7. For this
interaction range, five different stable crystal structures are
found. The structures and bond orientations of these crystals
are given in Fig. 8. Specifically, we detected low energy
crystals VII and VIII, an intermediate crystal structure IX,
a lamellar crystal in the higher temperature region X, and a
crystal that is present at high pressures XI, see Table III.

We note that the number of candidate crystal structures
grows considerably with interaction range, because of
the rapid increase of the number of possible bonding
configurations (Tables I-IV). For this interaction range, the
number of possible bond arrangements is extremely large,
due to the ability of the particles to bond with next-nearest
neighbours. As a result, the large number of competing
crystal structures with approximately the same potential

A =040

10° ¢
10% F

10"

Bpo?

100}

101!
0.0

kT /e

0.5 T T

fluid

VIII
VI —»
00 02 04 06 08 10 12 14

po’
FIG. 7. Equilibrium phase diagram for Janus particles with interaction range
A=0.40 in (a) the T—p and (b) the p—T plane. The phase diagram includes
five identified stable crystal phases VII, VIIL, IX, X, and XI and a fluid phase.
The dashed lines indicate the estimated fluid-crystal coexistence lines.
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VII VIII IX
U/Ne=—5.0

U/Ne~ —5.1
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XI
U/Ne=—45

0

FIG. 8. Stable crystals found for Janus particles with interaction range A =0.40". Each column is labeled with the crystal name and its energy in the ground
state. The first row of images shows the positions of the spheres on the lattice, in the second row the particles with their bonding volumes (shown in blue) are

depicted, and the last row shows the particle orientations on the unit sphere.

energy severely hinders the detection of the lowest-energy
crystals, which are expected to be stable in low temperature
limit. In addition, we found that these structures often
required a relatively high number of particles in a unit cell
compared to crystals at lower interaction range. To look
for low-energy structures, we performed a thorough crystal
search using simulations with up to N = 24 particles in the
variable shape box. For each value of N, we performed
at least 100 simulations in parallel. For each simulation,
we saved the configurations with the lowest energy. From
this, we have identified three distinct low-energy crystals (of
which two are thermodynamically stable) with an energy per
particle U/Ne ~ —5. However, despite the large number of
simulations, each of these crystal structures appeared only
once as the lowest-energy candidate. This clearly illustrates
that for these parameters, the crystals with the lowest
interaction energy have a very small probability of being
found using the floppy box method.

TABLE III. List of crystal phases for an interaction range of A=0.40
displaying U /N € and po3 for selected kpT /€, Bpo>.

A=0.40
Phase kT /€ Bpo? U/Ne po?
VII 0.01 50 -5.1 1.14
VIII 0.05 10 -5 1.1

IX 0.25 232 —-4.34 1.18
X 0.35 16.6 -3.58 1.12
X1 0.04 250 -45 1.37

These results suggest that there is a high probability that
we did not find all relevant low-energy crystal structures, as a
result of the inherent difficulty in finding the minimum state
in an energy landscape containing many sharp local minima.
Additionally, we note that it is unlikely that the lowest-energy
structure found for this specific model will be robust to
small changes in the interaction potential. Low-energy crystal
structures, i.e., crystals with a high number of bonds, often
contain particle pairs with relative distances very close to
o + A or relative orientations close to cos 6. For these cases,
even a slight change in a bonding distance and/or angle
leads to a bond-break. This indeed makes such structures
much more difficult to find, as their share of the accessible
configurational phase space is very small, while there are many
competing local structures with similar energies. Therefore,
it can be argued that these crystals are extremely hard to
sample and it would be very improbable to find them in
experiments.

TABLE IV. List of crystal phases for an interaction range of A=0.50
displaying U /N € and po- for selected kgT /€, Bpo->.

A=0.50
Phase kpT /€ Bpo? U/Ne po?
XII 0.05 20 —-6.86 1.05
XIIT 0.1 10 -6.25 1.06
X1V 0.3 16.7 -5.05 1.15
XV 0.1 87.5 -5.22 1.34
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The lowest-energy crystal we observed is VII with an
energy U/Ne ~ —5.1. Crystal VII has a distorted hexagonal
lattice, with particle orientations pointing along one plane in
four major directions, see Fig. 8. The crystal is stable only
in a very small region of the phase diagram, at extremely
low temperature. We indeed found that the crystal easily
melts when the temperature is increased above kg7 /e = 0.05.
The second stable low-energy crystal that we have identified
is crystal VIII. The crystal consists of alternating layers
resolving into an inter-connected lamellar-like structure. The
particle orientations are pointing in no less than ten major
directions (see Fig. 8), but are restricted to a band around the
unit sphere. The crystal has a larger stability field than crystal
VII, and an energy per particle U/Ne = —5.

Beyond the low-energy crystals we identify an interme-
diate temperature crystal IX, with a ground-state interaction
energy U/Ne = —4.5. This crystal is stable in a significantly
larger area of the phase diagram. The particles are orientated in
eight directions, see Fig. 8. Upon increasing the temperature,
crystal IX melts into the next stable crystal X, which is a
crystal with bond orientations in a lamellar-like fashion as
shown in Fig. 8, and relatively few bonds (U/Ne ~ —3.6).
The last stable crystal we have found for this range is a high
pressure hep crystal labeled X1, with a ground-state energy of
approximately U/Ne = —4.5.

The crystal melting densities for A = 0.40 are lower than
for the shorter interaction ranges, both due to the longer
interaction range and the more open crystal lattices. As for
the A = 0.30 case, the free energies and equations of state
for the high-density liquid are difficult to calculate at low
temperatures. The dashed lines in Fig. 7 indicate estimates
for the crystal-fluid coexistence lines based on an ideal gas
approximation for the low density fluid.

VIl. JANUS PARTICLES WITH A = 0.50

The last investigated interaction range for the Janus
particles is A =0.50. In Fig. 9, we show the full phase
diagram, which contains four stable crystal structures, as
illustrated in Fig. 10 and Table IV. Of these, the crystal with
the lowest energy in the ground state is crystal XII, with an
interaction energy U/Ne ~ —6.87. The particles are on an AA-
stacked hexagonal lattice with bonds oriented in the hexagonal
plane in six different directions, see Fig. 10. This crystal was
found only once from our floppy box simulations out of
hundreds of simulations, again illustrating the difficulties with
finding low-temperature crystals for long interaction ranges
of Janus particles.

Atslightly higher temperatures, we find crystal XIII, with
energy per particle U/Ne = —6.25. This structure contains
square channels, with the particles oriented in only four
directions. At even higher temperatures, we again observe a
lamellar structure, crystal XIV. However, compared to the
lamellar crystals VIII and X found for A = 0.40, crystal
X1V is significantly less densely packed, displaying AABB
stacking of hexagonal layers as opposed to the pure hollow-site
stacking. For A = 0.50, AA stacking permits the formation
of bonds with next-nearest neighbours in the adjacent layer,

RIGHTS L
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FIG. 9. Equilibrium phase diagram of Janus particles with A=0.50" in the
(a) T—p, and (b) p—T plane. The dashed lines indicate the estimated fluid-
crystal coexistence. Apart from the fluid phase four identified stable crystal
phases are present in the phase diagram (XII, XIII, XIV, and XV). The red
dots indicate the location of the gas-liquid phase separation as estimated in
Ref. 45. The dashed lines represent estimates of the fluid-crystal coexistence
lines.

leading to a higher number of possible bonds (U/Ne ~ —5.8
for crystal XIV). Finally, at high pressure we observe crystal
XV, which consists of an hcp lattice with a complex bonding
pattern (U/Ne ~ —5.28).

The gas-liquid phase behaviour for this system was
previously investigated in Ref. 45, and we include their
results in Fig. 9(b). We confirm that the re-entrant gas-
liquid coexistence is metastable with respect to the gas-
crystal coexistence, similar to what was observed for shorter
interaction ranges.'* The absence of a stable gas-liquid
coexistence for any of the investigated interaction ranges up
to A=0.50 is in sharp contrast with earlier observations
for particles with isotropic attractions, where interaction
ranges on the order of 25% of the particle diameter are
typically sufficient to stabilize the gas-liquid transition with
respect to crystallization.”>> As suggested in Ref. 45, it is
likely that the formation of micelles, which are not mutually
attractive, suppresses the gas-liquid phase separation, limiting
both the width of the coexistence region and the critical
temperature.
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XIV XV
U/Ne~ —5.8

U/Ne~ —5.28

FIG. 10. Identified stable crystals for Janus particles with interaction range A =0.50". Each column is labeled with the crystal name and its energy in the ground
state. The first row of images shows the positions of the spheres on the lattice, in the second row the particles with their bonding volumes (shown in blue) are

depicted, and the last row shows the particle orientations on the unit sphere.

VIil. CONCLUSIONS

We have performed a systematic analysis of the effect of
the interaction range on the phase diagram of Janus particles,
modelled via the Kern-Frenkel potential. Specifically, we
studied interaction ranges A = 0.10-, 0.30, 0.40, and 0.50,
and compare our results to other interaction ranges examined
in earlier work. Our results show that for small interaction
ranges, the stable crystal structures are limited to those based
on close-packed lattices (i.e., hcp and fcc), with different
orientational ordering. Thus, apart from stabilizing hcp over
fcc in parts of the phase diagram and inducing orientational
ordering of the particles, we see no strong changes from
the hard-sphere limit (A — 0). However, when increasing the
interaction range (A > 0.20), the variety in stable crystal
structures starts increasing dramatically. The rich variety
of crystal structures includes a wrinkled-sheet structure,
bct lattices, various lamellar structures, and AA-stacked
hexagonal sheets.

The variety of stable structures at larger interaction
ranges is accompanied by a large increase in the number
of competing structures with similar energies, which are
strongly dependent on the exact range of interaction. This
not only makes it significantly more difficult to reliably
determine the lowest-energy structures for a given system,
but also suggests that spontaneously forming these crystals
will be strongly inhibited by kinetic trapping, induced by
the large variety of competing alternate structures. Moreover,
the strong dependence on interaction details suggests that the

RIGHTSE LI MN iy

stable structures for the model examined here may not hold
for slightly different models, or for real-world realizations of
colloidal Janus particles.

Nonetheless, the phase diagrams examined here do show
several features which appear to be robust with respect to
interaction range. Firstly, we observe no stable gas-liquid
coexistence for any of the interaction ranges investigated
here. Thus, this feature is likely general for this class of
systems, as long as there is no additional source of isotropic
attractions. Secondly, we observe bilayered crystals for all
interaction ranges A > 0.20, including the wrinkled sheets
for A =0.20 and crystals VI, VIII, X, and XIV. These
structures are typically stable over a large region of the phase
diagram, and often can be seen to form spontaneously in
the fluid phase. Moreover, these bilayered structures appear
mainly at intermediate temperatures, where bond breaking
is common and the exact details of the interaction potential
are likely to be less important. As a result, we expect this
feature to be general for Janus particles as well, which is
consistent with the observation of lamellar phases in a variety
of simulated and experimental Janus-like systems.*¢9
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