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W and Z production
• Production of Z/γ* and W via Drell-Yan process 

- purely leptonic decays are a very clean experimental signature

- observables sensitive to both QCD and EW sectors of the Standard Model

- theory cross sections computed up to NNLO in QCD and NLO in EW

- total and differential cross-sections (absolute or normalized) are sensitive to the proton structure 
(PDFs)

• EW production of Z and W bosons 
- vector boson fusion, bremsstrahlung-like                                                                                                             

and other diagrams

- sensitive to triple gauge boson couplings

- possible new physics contributions
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Fig. 4.3 LO diagrams for single hadronic W -boson or Z -boson production

analyses, which reach deep into the TeV range, such photon-induced channels should,
however, be taken into account carefully.

Since the clean leptonic signatures can be experimentally reconstructed with high
precision and since the production rates are high, theoretical predictions have to
include higher-order corrections, both from strong and EW interactions. Owing to
the absence of recoiling jets or photons, the produced EW gauge bosons do not
receive a transverse momentum pT in LO predictions. The theoretical description of
the pT spectra of the weak bosons, thus, starts at NLO. In fact, the region of small
boson pT cannot be described in any finite order of perturbation theory, but requires
a resummation of soft-gluon radiation to all orders.

In the past, great efforts were made in the theory community to deliver pre-
cise predictions matching the required accuracy. QCD corrections are known up to
NNLO [82– 87 ], and EW corrections up to NLO [10, 24, 38, 88– 93]. Both on the
QCD and on the EW sides, there are further refinements by including leading higher-
order effects, γ-induced channels, etc. The impact of QCD and EW corrections is
illustrated in two examples in Figs. 4.4 and 4.5.

The former shows the sequence of perturbative predictions at LO, NLO QCD, and
NNLO QCD for the rapidity distribution of the Z and W± bosons, nicely revealing
the convergence of the prediction and the reduction of theoretical scale uncertainties
in the first few orders. EW corrections to this observable are at the level of few
percent only. EW corrections, for example, are more pronounced in differential cross
sections that exhibit the resonance structure, such as the transverse-mass distribution
of the W boson, as shown in Fig. 4.5. Here, their dominant contribution results
from final-state radiation off the charged lepton, as discussed in Sect. 4.3.2, which
explains the differences between EW corrections for bare electrons (e+νe), bare
muons (µ+νµ), and dressed leptons (γ recomb.). The curves labelled “PA” represent
“pole approximations” to the corrections, as briefly discussed in Sect. 4.3.5.

The region of small transverse gauge-boson momenta is described by a resum-
mation of large logarithms through matched parton showers [94– 96] or dedicated
calculations supplemented with fits to non-perturbative functions [97 – 101]. First
approaches to the combination of QCD and EW corrections can be found in
[56, 62– 64, 102, 103]. In view of fixed-order calculations, the largest missing piece
seems to be the mixed QCD-EW corrections of O(αsα). These are a prerequisite to
answer the question how to properly combine QCD and EW corrections in predic-
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Fig. 1 Representative Feynman diagrams for purely electroweak amplitudes for dilepton production in association with two jets: vector boson
fusion (left), bremsstrahlung-like (center), and multiperipheral production (right)
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ments could provide an indirect search for new physics at
mass scales not directly accessible at the LHC.

At the LHC, the EW Zjj process was first measured by the
CMS experiment using pp collisions at

√
s = 7 TeV [3], and

then at
√
s = 8 TeV by both the CMS [4] and ATLAS [16]

experiments. The ATLAS experiment has also performed
measurements at

√
s = 13 TeV [17], with a data sample

corresponding to an integrated luminosity of 3.2 fb–1. All
results so far agree with the expectations of the SM within a
precision of approximately 20%.

This paper presents a measurement with the CMS detector
using pp collisions collected at

√
s = 13 TeV during 2016,

corresponding to an integrated luminosity of 35.9 fb–1. A
multivariate analysis, based on the methods developed for the
7 and 8 TeV data results [3,4], is used to separate signal events
from the large DY + jets background. Analysis of the 13 TeV
data with larger integrated luminosity and larger predicted
total cross section offers an opportunity to measure the cross
section at a higher energy and reduce the uncertainties of the
earlier measurements.

Section 2 describes the experimental apparatus and Sect. 3
the event simulations. Event selection procedures are descri-
bed in Sect. 4, together with the selection efficiencies and
background models in control regions. Section 5 details the
strategy adopted to extract the signal from the data, and the
corresponding systematic uncertainties are summarized in
Sect. 6. The cross section and anomalous coupling results are

presented in Sects. 7 and 8, respectively. Section 9 provides
a study of the additional hadronic activity in an EW Zjj-
enriched region. Finally, a brief summary of the results is
given in Sect. 10.

2 The CMS detector

The central feature of the CMS apparatus is a supercon-
ducting solenoid of 6 m internal diameter, providing a mag-
netic field of 3.8 T. Within the solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromag-
netic calorimeter (ECAL), and a brass and scintillator hadron
calorimeter (HCAL), each composed of a barrel and two
endcap sections. Forward calorimeters extend the η cover-
age provided by the barrel and endcap detectors. Muons are
measured in gas-ionization detectors embedded in the steel
flux-return yoke outside the solenoid.

The tracker measures charged particles within the pseu-
dorapidity range |η| < 2.5. It consists of 1440 pixel and
15 148 strip detector modules. For nonisolated particles of
1 < pT < 10 GeV and |η| < 1.4, the track resolutions are
typically 1.5% in pT and 25–90 (45–150)µm in the trans-
verse (longitudinal) impact parameter [18].

The electron momenta are estimated by combining energy
measurements in the ECAL with momentum measurements
in the tracker [19]. The dielectron invariant mass resolution
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EW tests of the Standard Model
• In the SM, 3 parameters defines the EW sector

- U(1), SU(2) couplings and VEV: (g, g’, v) can be 
connected to observables

- e.g. at tree level:

- mass of the W (Z) measured at LHC and Tevatron (LEP) 
with millions of events

- weak mixing angle θW from precision Z measurements

• The same 3 parameters regulate triple-/ quartic- 
couplings, but are measured with lower precision
- sensitive to new physics

• Higgs boson and top enter the EW picture through 
radiative corrections

• Stringent consistency tests can be done via a global 
EW fit (e.g. MW - Mtop - mH)
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Figure 3: Left: comparison of the fit results with the input measurements in units of the experimental
uncertainties. Right: comparison of the fit results and the input measurements with the indirect determina-
tions in units of the total uncertainties. Analog results for the indirect determinations illustrate the impact
of their uncertainties on the total uncertainties. The indirect determination of an observable corresponds
to a fit without using the constraint from the corresponding input measurement.
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Drell-Yan angular analysis
• The 5D differential cross section can be decomposed as 1+8 harmonic polynomials 

Pᵢ(cosθ*, φ*), multiplied by dimensionless angular coefficients Aᵢ(pTZ, yZ, mZ)
- all hadronic dynamics and EW fundamental parameters dependence is in Ai 

- ATLAS has a measurement of A0—A7 [JHEP 08 (2016) 159]. CMS reported A0—A4 [PLB750 
(2015) 154]

• The path to full 5D is step-by-step in increasing number of variables
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1 Introduction

The angular distributions of charged lepton pairs produced in hadron-hadron collisions

via the Drell-Yan neutral current process provide a portal to precise measurements of the

production dynamics through spin correlation effects between the initial-state partons and

the final-state leptons mediated by a spin-1 intermediate state, predominantly the Z boson.

In the Z-boson rest frame, a plane spanned by the directions of the incoming protons can

be defined, e.g. using the Collins-Soper (CS) reference frame [1]. The lepton polar and

azimuthal angular variables, denoted by cos θ and φ in the following formalism, are defined

in this reference frame. The spin correlations are described by a set of nine helicity density

matrix elements, which can be calculated within the context of the parton model using

perturbative quantum chromodynamics (QCD). The theoretical formalism is elaborated

in refs. [2–5].

The full five-dimensional differential cross-section describing the kinematics of the two

Born-level leptons from the Z-boson decay can be decomposed as a sum of nine har-

monic polynomials, which depend on cos θ and φ, multiplied by corresponding helicity

cross-sections that depend on the Z-boson transverse momentum (pZT), rapidity (yZ), and

invariant mass (mZ). It is a standard convention to factorise out the unpolarised cross-

section, denoted in the literature by σU+L, and to present the five-dimensional differential

cross-section as an expansion into nine harmonic polynomials Pi(cos θ,φ) and dimension-

less angular coefficients A0−7(pZT, y
Z ,mZ), which represent ratios of helicity cross-sections

with respect to the unpolarised one, σU+L, as explained in detail in appendix A:

dσ

dpZT dyZ dmZ d cos θ dφ
=

3

16π

dσU+L

dpZT dyZ dmZ
(1.1)

×
{
(1 + cos2 θ) +

1

2
A0(1− 3 cos2 θ) +A1 sin 2θ cosφ

+
1

2
A2 sin2 θ cos 2φ+A3 sin θ cosφ+A4 cos θ

+A5 sin2 θ sin 2φ+A6 sin 2θ sinφ+A7 sin θ sinφ

}
.

The dependence of the differential cross-section on cos θ and φ is thus completely man-

ifest analytically. In contrast, the dependence on pZT, y
Z , and mZ is entirely contained

in the Ai coefficients and σU+L. Therefore, all hadronic dynamics from the production

mechanism are described implicitly within the structure of the Ai coefficients, and are fac-

torised from the decay kinematics in the Z-boson rest frame. This allows the measurement
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Figure 1. Schematic diagram illustrating the
kinematic configuration for the process.
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Figure 2. The definition of the Collins–
Soper [10] angles in the di-lepton rest frame.

depends on the four-momenta p1, p2, and q. Based on Lorentz- and gauge-invariance, the

general decomposition of the hadronic tensor into form factors therefore reads2

Hµ⌫ = H1 g̃µ⌫ +H2 p̃1,µ p̃1,⌫ +H3 p̃2,µ p̃2,⌫ +H4 (p̃1,µ p̃2,⌫ + p̃2,µ p̃1,⌫)

+ iH5 (p̃1,µ p̃2,⌫ � p̃2,µ p̃1,⌫) + iH6 ✏(µ, ⌫, p1, q) + iH7 ✏(µ, ⌫, p2, q)

+H8
�
p̃1,µ ✏(⌫, p1, p2, q) + µ $ ⌫

�
+H9

�
p̃2,µ ✏(⌫, p1, p2, q) + µ $ ⌫

�
, (2.1)

with g̃µ⌫ = gµ⌫ �
qµq⌫
q2 and p̃µ = g̃µ⌫p⌫ . The decomposition (2.1) further incorporates

discrete symmetries such that H1,...,5 (H6,...,9) and H5,8,9 (H1,...,4,6,7) are respectively even

(odd) under parity and time-reversal.

It is interesting to note that lepton-pair production satisfies an analogous relation

to the Callan–Gross relation in deep-inelastic scattering (DIS) known as the Lam–Tung

relation [11–13],

H1 =
1

2
Hµ

µ . (2.2)

This relation, formulated in a covariant manner, is frame independent and characteristic of

the spin-12 nature of the quark. It has been further shown [13] that Eq. (2.2) is not a↵ected

by O(↵s) QCD corrections,3 which follows as a direct consequence of the vector-coupling

of the spin-1 gluon to quarks [37]. However, this relation has been shown to be violated

at O
�
↵2
s

�
[16]. As such, the Lam–Tung relation o↵ers a unique opportunity to study the

pQCD predictions of the underlying dynamics encoded in Hµ⌫ in more detail than through

rate measurements alone.

To further elucidate the Lam–Tung relation, let us consider the kinematics of this

process in the lepton-pair rest frame where the final-state lepton momenta can be expressed

2
Owing to H

⇤
µ⌫ = H⌫µ, the symmetric and anti-symmetric parts of the hadronic tensor are purely real

and imaginary, respectively.
3
In the DIS process, the Born kinematics are highly constrained and are necessarily part of the Callan–

Gross relation. In the presence of real-emission corrections, these constraints are lifted leading to a violation

of the Callan–Gross relation at O(↵s).

– 4 –
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Angular coefficients results
• Measurement with 8 TeV data from ATLAS and CMS are more precise than the 

calculations
- violation of Lam-Tum relation A0=A2 by higher order QCD corrections

!5
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Fig. 2. Comparison of the five angular coefficients Ai and A0 − A2 measured in the Collins–Soper frame in bins of qT for |y| < 1. The circles show the measured results. The 
vertical bars represent the statistical uncertainties and the boxes the systematic uncertainties of the measurement. The triangles show the predictions from MadGraph, the 
diamonds from powheg, and the crosses from fewz at NNLO. The boxes at the fewz values indicate the PDF uncertainties.

Fig. 3. Comparison of the five angular coefficients and A0 − A2 under the same conditions as Fig. 2, for the rapidity bin 1 < |y| < 2.1.

the shower matching algorithm. The fewz prediction is shown for 
qT > 20 GeV, where the calculations are considered reliable. We 
find that A0(qT) and A2(qT) are larger in pp collisions than those 
measured in pp collisions at the Tevatron. The larger contribu-
tion from the qg process in pp collisions at the LHC is responsible 
for this difference. We observe the violation of the Lam–Tung re-
lation (A0 = A2) anticipated by QCD calculations beyond leading 
order [37]. We find that A0 > A2, especially for high qT. In addi-
tion, we measure nonzero values of A1 and A3. The comparison of 
the results for |y| < 1 and 1 < |y| < 2.1 is shown in Fig. 5.

In summary, we presented the five major angular coefficients, 
A0 through A4 , for the production of the Z boson decaying to 
muon pairs as a function of qT and |y| in pp collisions. These 

results play an important role in future high-precision measure-
ments, such as the measurement of the mass of the W boson and 
of the electroweak mixing angle. Some theoretical predictions de-
viate from the measurements in qT. Further refinements of the 
theory are needed to achieve a better agreement with the experi-
mental results.
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Figure 14. Distributions of the angular coefficients A1 (top), A3 (middle) and A4 (bottom) as a
function of pZT. The results from the yZ-integrated measurements are compared to the DYNNLO
and Powheg MiNLO predictions (left). The differences between the two calculations and the data
are also shown (right), with the shaded band around zero representing the total uncertainty in the
measurements. The error bars for the calculations show the total uncertainty for DYNNLO, but
only the statistical uncertainties for Powheg MiNLO (see text).
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Figure 14. Distributions of the angular coefficients A1 (top), A3 (middle) and A4 (bottom) as a
function of pZT. The results from the yZ-integrated measurements are compared to the DYNNLO
and Powheg MiNLO predictions (left). The differences between the two calculations and the data
are also shown (right), with the shaded band around zero representing the total uncertainty in the
measurements. The error bars for the calculations show the total uncertainty for DYNNLO, but
only the statistical uncertainties for Powheg MiNLO (see text).
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Figure 15. Distributions of the angular coefficients A5 (top), A6 (middle) and A7 (bottom) as a
function of pZT. The results from the yZ-integrated measurements are compared to the DYNNLO
and Powheg MiNLO predictions (left). The differences between the two calculations and the data
are also shown (right), with the shaded band around zero representing the total uncertainty in the
measurements. The error bars for the calculations show the total uncertainty for DYNNLO, but
only the statistical uncertainties for Powheg MiNLO (see text).
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Triple differential DY cross-section
• ATLAS measures DY production w.r.t. 3 kinematic 

variables 

- the θW measurements at colliders typically limited by 
the PDFs

- this measurement is designed to be simultaneously 
sensitive to θW and PDFs 

- limiting the leading systematic uncertainties

• d3σ measured in fiducial region, unfolded to Born-level

- phase space defined by lepton pT, η, and mℓℓ ranges

- d3σ up to |yℓℓ| < 2.4 with ee+μμ and up to 3.6 with ee

!6

d3

dmℓℓ d |yℓℓ | d cos θ*

improves both θW 
and PDF sensitivities

sensitivity to proton PDFs

sensitivity to θW
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Figure 1. Distributions of dilepton rapidity (left) and cos θ∗ (right) in the central rapidity electron
channel for mee bins 46–66GeV (top row), 80–91GeV (middle), and 116–150GeV (bottom). The
data (solid markers) and the prediction (stacked histogram) are shown after event selection. The
lower panels in each plot show the ratio of data to prediction. The error bars represent the data
statistical uncertainty while the hatched band represents the systematic uncertainty in the predic-
tion.
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Figure 2. Distributions of dilepton rapidity (left) and cos θ∗ (right) in the high rapidity electron
channel for mee bins 66–80GeV (top row), 91–102GeV (middle), and 116–150GeV (bottom). The
data (solid markers) and the prediction (stacked histogram) are shown after event selection. The
lower panels in each plot show the ratio of data to prediction. The error bars represent the data
statistical uncertainty while the hatched band represents the systematic uncertainty in the predic-
tion.
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primary result of 3D Drell-Yan
• 3 of 7 mass ranges shown

• asymmetry between ± cosθ* (filled region) reflects parity violation in Z-boson decays
- asymmetry is zero and flips sign at mℓℓ ~ MZ
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Figure 7. The combined Born-level fiducial cross sections d3σ. The kinematic region shown is
labelled in each plot. The data are shown as solid (cos θ∗ < 0) and open (cos θ∗ > 0) markers
and the prediction from Powheg including NNLO QCD and NLO EW K-factors is shown as the
solid line. The difference, ∆σ, between the predicted cross sections in the two measurement bins
at equal | cos θ∗| symmetric around cos θ∗ = 0 is represented by the hatched shading. In each plot,
the lower panel shows the ratio of prediction to measurement. The inner error bars represent the
statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The
contribution to the uncertainty from the luminosity measurement is excluded. The crosshatched
band represents the statistical and PDF uncertainties in the prediction.
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Figure 8. The combined Born-level fiducial cross sections d3σ. The kinematic region shown is
labelled in each plot. The data are shown as solid (cos θ∗ < 0) and open (cos θ∗ > 0) markers
and the prediction from Powheg including NNLO QCD and NLO EW K-factors is shown as the
solid line. The difference, ∆σ, between the predicted cross sections in the two measurement bins
at equal | cos θ∗| symmetric around cos θ∗ = 0 is represented by the hatched shading. In each plot,
the lower panel shows the ratio of prediction to measurement. The inner error bars represent the
statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The
contribution to the uncertainty from the luminosity measurement is excluded. The crosshatched
band represents the statistical and PDF uncertainties in the prediction.
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Forward-backward asymmetry
• From 3D differential x-s, derive 2D, 1D integrated results:

- dσ/dmℓℓ, d2σ / d mℓℓ d |yℓℓ|

- AFB, which makes more clear the parity violation effects:

• Good agreement with POWHEG, with NNLO QCD and NLO EW K-factors

• Large sensitivity from the electron channel with one fwd electron
- possible to simultaneosly extract sin2θeff and PDFs with improved precision

!8

AFB(mℓℓ, |yℓℓ | ) =
∫ dσ(cos θ* > 0) − ∫ dσ(cos θ* < 0)
∫ dσ(cos θ* > 0) + ∫ dσ(cos θ* < 0)
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as the solid line. The lower panel shows the ratio of prediction to measurement. The inner error
bars represent the data statistical uncertainty and the solid band shows the total experimental
uncertainty. The contribution to the uncertainty from the luminosity measurement is excluded.
The hatched band represents the statistical and PDF uncertainties in the prediction.

1.9%, while uncertainties from the experimental systematic sources can be as low as 0.5%

for the peak region. The statistical precision is 0.5% or better, even for the highest in-

variant mass bin. The fiducial measurements are well predicted by the NLO QCD and

parton shower simulation from Powheg partially corrected for NNLO QCD and NLO EW

effects, and scattering amplitude coefficients as described in section 3. The uncertainties

in the predictions include those arising from the sample size and the PDF variations. No

renormalization, factorisation and matching scale variation uncertainties are included al-

though they can be sizeable — as large as 5% for NLO predictions. Except in the lowest

mass bin, the predictions underestimate the cross section by about 1–2% (smaller than the

luminosity uncertainty), as seen in the lower panel of the figure which shows the ratio of

prediction to the measurement.

The two-dimensional Born-level fiducial cross section, d2σ/dmℓℓd|yℓℓ|, is illustrated

in figure 6 and listed in table 6 of the appendix. In each measured invariant mass bin,

the shape of the rapidity distribution shows a plateau at small |yℓℓ| leading to a broad

shoulder followed by a cross section falling to zero at the highest accessible |yℓℓ|. The

width of the plateau narrows with increasing mℓℓ. In the two high-precision Z-peak mass

bins, the measured cross-section values have a total uncertainty (excluding the common

luminosity uncertainty) of 0.4% for |yℓℓ| < 1 rising to 0.7% at |yℓℓ| = 2.4. At high in-

variant mass, the statistical and experimental uncertainty components contribute equally
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Figure 6. The combined Born-level fiducial cross section d2σ/dmℓℓd|yℓℓ| in the seven invariant
mass bins of the central measurements. The data are shown as solid markers and the prediction from
Powheg including NNLO QCD and NLO EW K-factors is shown as the solid line. The lower panel
shows the ratio of prediction to measurement. The inner error bars represent the data statistical
uncertainty and the solid band shows the total experimental uncertainty. The contribution to
the uncertainty from the luminosity measurement is excluded. The hatched band represents the
statistical and PDF uncertainties in the prediction.

to the total measurement precision in the plateau region, increasing from 0.5% to 1.8%.

The theoretical predictions replicate the features in the data well. The lower panel of

each figure shows the ratio of the prediction to the measurement. Here, in addition to

overall rate difference already observed in the one-dimensional distribution, a small ten-

dency of the data to exceed the predictions at the highest |yℓℓ| can be seen in some of the

mass bins.
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sin 2θW measurements
• AFB depends on the interference of vector and axial 

currents
- at LO EW, sin2θW = 1 - mW/mZ.

- beyond, tree level couplings are replaced by effective 
couplings, measuring:

• AFB depends on quark flavor ⇒ sensitivity to PDFs

• θ* is the angle between the lepton and quark
- at LHC (pp) use the direction of the di-lepton system in 

the laboratory frame as the positive axis

- dilution of asymmetry when not true

- quarks are mainly originated from valence and tend to 
have larger x than antiquarks

- dependence on PDFs from large-x antiquarks

!9

sin2 θℓ
eff = kℓ

Z sin2 θW
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Fig. 1 The dependence of AFB on mℓℓ in dimuon events generated
using pythia 8.212 [16] and the LO NNPDF3.0 [17] PDFs for dimuon
rapidities of |yℓℓ| < 2.4. The distributions for the total production (qq)
and the different channels are given on the left, overlaid with results

based on Eq. (6), using the definition of Atrue
FB (mℓℓ) for the known quark

direction. The middle panel gives the diluted AFB using instead the
direction of the dilepton boost, and the right panel shows the diluted
AFB in |yℓℓ| bins of 0.4 for all channels

of the W and Z bosons through the relation sin2 θW = 1 −
m2

W/m2
Z. Electroweak (EW) radiative corrections affect these

LO relations. In the improved Born approximation [2,3],
some of the higher-order corrections are absorbed into an
effective mixing angle. The effective weak mixing angle
is based on the relation vf/af = 1 − 4|Qf | sin2 θ f

eff, with
sin2 θ f

eff = κf sin2 θW, where the flavor-dependent κf is deter-
mined through EW corrections. The AFB for dilepton events
is sensitive primarily to sin2 θℓ

eff.
We measure sin2 θℓ

eff by fitting the mass and rapidity (yℓℓ)
dependence of the observed AFB in dilepton events to stan-
dard model (SM) predictions as a function of sin2 θℓ

eff. The
most precise previous measurements of sin2 θℓ

eff were per-
formed by the combined LEP and SLD experiments [4].
There is, however, a known discrepancy of about 3 standard
deviations between the two most precise values. Other mea-
surements of sin2 θℓ

eff have also been reported by the Tevatron
and LHC experiments [5– 15].

Using the LO expressions for the Z boson, virtual photon
exchange, and their interference, the “true” AFB (i.e., using
the quark direction in the definition of cos θ∗) can be evalu-
ated as

Atrue
FB (mℓℓ) = aℓaq(8vℓvq − QqK Dm)

×[16(v2
ℓ + a2

ℓ )(v
2
q + a2

q) − 8vℓvqQqK Dm

+Q2
qK

2(D2
m + $2

Z/m
2
Z)]−1, (6)

where the subscript q refers to the participating quark, K =
8
√

2πα/GFm2
Z, Dm = 1−m2

Z/m
2
ℓℓ, α is the electromagnetic

coupling, GF is the Fermi constant, and $Z is the full decay
width of the Z boson. A strong dependence of AFB on mℓℓ

originates from axial and vector interference. The AFB is
negative at small mℓℓ and positive at large values, crossing
AFB = 0 slightly below the Z boson peak.

In collisions of hadrons, AFB is sensitive to parton distri-
bution functions (PDFs) for two reasons. First, the different

couplings of u- and d-type quarks to EW bosons generate dif-
ferent AFB values in the corresponding production channels,
which means that the average depends on the relative con-
tributions of u- and d-type quarks to the total cross section.
Second, the definition of AFB in pp collisions is based on the
sign of yℓℓ, which relies on the fact that on average the dilep-
ton pairs are Lorentz-boosted in the quark direction. There-
fore, a non-zero average AFB originates only from valence-
quark production channels and is diluted by events where
the antiquark carries a larger momentum than the quark. A
dependence of the “true” and diluted AFB on dilepton mass
for different qq production channels and their sum is shown
in Fig. 1.

The dilution of AFB depends strongly on yℓℓ, as shown in
Fig. 1. At zero rapidity, the quark and antiquark carry equal
momenta, and the dilution is maximal, resulting in AFB = 0.
The AFB is measured in 12 bins of dilepton mass, covering
the range 60 < mℓℓ < 120 GeV, and 6 |yℓℓ| bins of equal
size for |yℓℓ| < 2.4. The boundaries in the dilepton mass
are at: 60, 70, 78, 84, 87, 89, 91, 93, 95, 98, 104, 112, and
120 GeV. The mass bins are chosen such that near mZ the
bin widths are larger than the mass resolution in any of the
ranges of yℓℓ. Smaller and larger mass bins are chosen such
that all mass bins contain enough events to perform a mean-
ingful independent measurement. The weak dependence of
AFB on pT,ℓℓ is included in the SM predictions. The uncer-
tainty originating from modeling of pT,ℓℓ is very small and
included in the theoretical estimates.

2 The CMS detector

The central feature of the CMS apparatus is a superconduct-
ing solenoid of 6 m internal diameter, providing a magnetic
field of 3.8 T. A silicon pixel and strip tracker, a lead tungstate
crystal electromagnetic calorimeter (ECAL), and a brass and

123
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Fig. 1 The dependence of AFB on mℓℓ in dimuon events generated
using pythia 8.212 [16] and the LO NNPDF3.0 [17] PDFs for dimuon
rapidities of |yℓℓ| < 2.4. The distributions for the total production (qq)
and the different channels are given on the left, overlaid with results

based on Eq. (6), using the definition of Atrue
FB (mℓℓ) for the known quark

direction. The middle panel gives the diluted AFB using instead the
direction of the dilepton boost, and the right panel shows the diluted
AFB in |yℓℓ| bins of 0.4 for all channels

of the W and Z bosons through the relation sin2 θW = 1 −
m2

W/m2
Z. Electroweak (EW) radiative corrections affect these

LO relations. In the improved Born approximation [2,3],
some of the higher-order corrections are absorbed into an
effective mixing angle. The effective weak mixing angle
is based on the relation vf/af = 1 − 4|Qf | sin2 θ f

eff, with
sin2 θ f

eff = κf sin2 θW, where the flavor-dependent κf is deter-
mined through EW corrections. The AFB for dilepton events
is sensitive primarily to sin2 θℓ

eff.
We measure sin2 θℓ

eff by fitting the mass and rapidity (yℓℓ)
dependence of the observed AFB in dilepton events to stan-
dard model (SM) predictions as a function of sin2 θℓ

eff. The
most precise previous measurements of sin2 θℓ

eff were per-
formed by the combined LEP and SLD experiments [4].
There is, however, a known discrepancy of about 3 standard
deviations between the two most precise values. Other mea-
surements of sin2 θℓ

eff have also been reported by the Tevatron
and LHC experiments [5– 15].

Using the LO expressions for the Z boson, virtual photon
exchange, and their interference, the “true” AFB (i.e., using
the quark direction in the definition of cos θ∗) can be evalu-
ated as

Atrue
FB (mℓℓ) = aℓaq(8vℓvq − QqK Dm)

×[16(v2
ℓ + a2

ℓ )(v
2
q + a2

q) − 8vℓvqQqK Dm

+Q2
qK

2(D2
m + $2

Z/m
2
Z)]−1, (6)

where the subscript q refers to the participating quark, K =
8
√

2πα/GFm2
Z, Dm = 1−m2

Z/m
2
ℓℓ, α is the electromagnetic

coupling, GF is the Fermi constant, and $Z is the full decay
width of the Z boson. A strong dependence of AFB on mℓℓ

originates from axial and vector interference. The AFB is
negative at small mℓℓ and positive at large values, crossing
AFB = 0 slightly below the Z boson peak.

In collisions of hadrons, AFB is sensitive to parton distri-
bution functions (PDFs) for two reasons. First, the different

couplings of u- and d-type quarks to EW bosons generate dif-
ferent AFB values in the corresponding production channels,
which means that the average depends on the relative con-
tributions of u- and d-type quarks to the total cross section.
Second, the definition of AFB in pp collisions is based on the
sign of yℓℓ, which relies on the fact that on average the dilep-
ton pairs are Lorentz-boosted in the quark direction. There-
fore, a non-zero average AFB originates only from valence-
quark production channels and is diluted by events where
the antiquark carries a larger momentum than the quark. A
dependence of the “true” and diluted AFB on dilepton mass
for different qq production channels and their sum is shown
in Fig. 1.

The dilution of AFB depends strongly on yℓℓ, as shown in
Fig. 1. At zero rapidity, the quark and antiquark carry equal
momenta, and the dilution is maximal, resulting in AFB = 0.
The AFB is measured in 12 bins of dilepton mass, covering
the range 60 < mℓℓ < 120 GeV, and 6 |yℓℓ| bins of equal
size for |yℓℓ| < 2.4. The boundaries in the dilepton mass
are at: 60, 70, 78, 84, 87, 89, 91, 93, 95, 98, 104, 112, and
120 GeV. The mass bins are chosen such that near mZ the
bin widths are larger than the mass resolution in any of the
ranges of yℓℓ. Smaller and larger mass bins are chosen such
that all mass bins contain enough events to perform a mean-
ingful independent measurement. The weak dependence of
AFB on pT,ℓℓ is included in the SM predictions. The uncer-
tainty originating from modeling of pT,ℓℓ is very small and
included in the theoretical estimates.

2 The CMS detector

The central feature of the CMS apparatus is a superconduct-
ing solenoid of 6 m internal diameter, providing a magnetic
field of 3.8 T. A silicon pixel and strip tracker, a lead tungstate
crystal electromagnetic calorimeter (ECAL), and a brass and
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AFB and sin 2θW
• CMS measures AFB in 6 bins of rapidity and 12 bins of dilepton mass (8 TeV)

- Extract sin2θeff by fitting the measured AFB with different templates 

• Using Bayesian weighting method with NNPDF3.0 replicas: w∝exp{χ2/2}

- uncertainty related to PDFs reduces from 0.00057 to 0.00030 (factor ~2)

!10
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Fig. 4 Comparison between
data and best-fit AFB
distributions in the dimuon
(upper) and dielectron (lower)
channels. The best-fit AFB value
in each bin is obtained via linear
interpolation between two
neighboring templates. Here, the
templates are based on the
central prediction of the NLO
NNPDF3.0 PDFs. The error
bars represent the statistical
uncertainties in the data
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Fig. 6 The upper panel in each figure shows a scatter plot in χ2
min vs.

the best-fit sin2 θℓ
eff for 100 NNPDF replicas in the muon channel (upper

left), electron channel (upper right), and their combination (below). The

corresponding lower panels have the projected distributions in the best-
fit sin2 θℓ

eff for the nominal (open circles) and weighted (solid circles)
replicas

χ2(s) = (D − T (s))T V−1(D − T (s)), (14)

where D represents the measured AFB values for data in 72
bins, T (s) denotes the theoretical predictions for AFB as a
function of s, or sin2 θℓ

eff, and V represents the sum of the
covariance matrices for the data and templates. As illustrated
in these figures, the extreme PDF replicas from either side are
disfavored by both the dimuon and dielectron data. For each
of the NNPDF3.0 replicas, the muon and electron results are

combined using their respective best-fit χ2 values, sin2 θℓ
eff,

and their fitted statistical and experimental systematic uncer-
tainties.

Figure 7 shows the extracted sin2 θℓ
eff in the muon and elec-

tron decay channels and their combination, with and without
constraining the uncertainties in the PDFs. The correspond-
ing numerical values are also listed in Table 4. After Bayesian
χ2 reweighting, the PDF uncertainties are reduced by about a
factor of 2. It should be noted that the Bayesian χ2 reweight-
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ATLAS sin 2θW
• ATLAS measures as AFB=3/8A4, fitting the Ai with templates (8x8 bins in (cosθ*,φ*) 

for each yℓℓ, mℓℓ bin
- then  A4= a x sin2θeff + b in each bin. Sensitivity enhanced by using central-forward ee
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Figure 10: Di↵erences between measured and predicted values of A4 shown as a function of |y`` | for each of the
three mass bins, 70 < m`` < 80 GeV (top), 80 < m`` < 100 GeV (middle), 100 < m`` < 125 GeV (bottom).
The total uncertainties in the measurements are represented by the open circles with their error bars centred at zero.
The predictions are shown with their total uncertainties for the four di↵erent PDF sets and for sin2 ✓W = 0.23152.

29

sin2θeff	=	0.23140	±	0.00036	
sin2θeff = 0.23101 ± 0.00021 (stat) ± 0.00016 (syst) ± 0.00024	(PDF)  
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Figure 11: Comparison of the measurements of the e↵ective leptonic weak mixing angle, sin2 ✓`e↵ , presented in this
note to previous measurements at LEP/SLC, at the Tevatron, and at the LHC. The overall LEP-1/SLD average [49]
is represented together with its uncertainty as a vertical band. The ATLAS combined result for all channels is
shown, together with the results for the eeCF channel alone and for the combined eeCC and µµCC channels. This
latter result can be compared directly with the CMS result on the same dataset and has a similar overall accuracy.

CT10 CT14 MMHT14 NNPDF31

sin2 ✓`e↵ 0.23118 0.23141 0.23140 0.23146

Uncertainties in measurements

Total 39 37 36 38

Stat. 21 21 21 21

Syst. 32 31 29 31

Table 13: Results for extracted values of sin2 ✓`e↵ with the global breakdown of their uncertainties, shown for the
four PDF sets considered in this note. The uncertainty values are given in units of 10�5.

the results quoted below. The combined result is measured to be:

0.23140 ± 0.00021 (stat.) ± 0.00024 (PDF) ± 0.00016 (syst.),

where the first uncertainty corresponds to the data statistical uncertainty, the second to the PDF uncertain-
ties in the MMHT14 PDF set, and the third to all other systematic uncertainties a↵ecting the measurement
and its interpretation. This result agrees within its total uncertainty of ±0.00036 with the current value
of 0.23150 ± 0.00006 from global electroweak fits [24]. Figure 11 compares the ATLAS measurements
presented in this note to previous measurements from the LHC experiments, to the recently published
combined legacy measurement from the CDF and D0 experiments at the Tevatron, and to the most precise
legacy individual measurements from LEP and SLC. The combined ATLAS result has similar precision
to that of the most precise LEP/SLC measurements shown in the plot, and to that of the overall combined
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PDFs from W ± charge asymmetry

• Related to the 
larger number of 
valence u quarks 
than d quarks in 
the proton 

• Rapidity 
distributions 
constrains quark 
and anti-quark 
PDFs 
- constraints from 

Run1, first ones 
at 13 TeV 
coming
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Fig. 3 Comparison of the measured cross sections (upper plot for σ+
η

and middle for σ−
η ) and asymmetries (lower plot) to NNLO predic-

tions calculated using the fewz 3.1 MC tool interfaced with different
PDF sets. The right column shows the ratios (differences) between the
theoretical predictions and the measured cross sections (asymmetries).

The smaller vertical error bars on the data points represent the sta-
tistical and systematic uncertainties. The full error bars include the
integrated luminosity uncertainty. The PDF uncertainty of each PDF
set is shown by a shaded (or hatched) band and corresponds to 68 %
CL

For direct comparison to the results of the earlier CMS
QCD analysis [11] based on the W asymmetry measured at√
s = 7 TeV and the subset of HERA DIS data [56], an alter-

native PDF fit is performed at NLO, following exactly the

data and model inputs of Ref. [11], but replacing the CMS
measurements at

√
s = 7 TeV by those at

√
s = 8 TeV.

Also, a combined QCD analysis of both CMS data sets is
performed. Very good agreement is observed between the
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Table 5 Partial χ2 per number of data points, ndp, and the global χ2 per
degrees of freedom, ndof, as obtained in the QCD analysis of HERA DIS
and the CMS muon charge asymmetry data. For HERA measurements,
the energy of the proton beam is listed for each data set, with electron
energy being Ee = 27.5 GeV

Data sets Partial χ2/ndp

HERA1+2 neutral current, e+p, Ep = 920 GeV 440/377

HERA1+2 neutral current, e+p, Ep = 820 GeV 69/70

HERA1+2 neutral current, e+p, Ep = 575 GeV 214/254

HERA1+2 neutral current, e+p, Ep = 460 GeV 210/204

HERA1+2 neutral current, e−p, Ep = 920 GeV 218/159

HERA1+2 charged current, e+p, Ep = 920 GeV 46/39

HERA1+2 charged current, e−p, Ep = 920 GeV 50/42

Correlated χ2 of HERA1+2 data 141

CMS W± muon charge asymmetry A(ηµ),√
s = 8 TeV

3/11

Global χ2/ndof 1391/1143

CMS measurements of W asymmetry at
√
s = 7 TeV and√

s = 8 TeV and a similar effect on the central values of
the PDFs as reported in Ref. [11]. Compared to the PDFs
obtained with HERA only data, the improvement of the pre-
cision in the valence quark distributions is more pronounced,
when the measurements at

√
s = 8 TeV are used compared

to the results of Ref. [11]. Due to somewhat lower Bjorken x
probed by the measurements at 8 TeV, as compared to 7 TeV,
the two data sets are complementary and should both be used
in the future global QCD analyses.

9 Summary

In summary, we have measured the differential cross sec-
tion and charge asymmetry of the W± → µ± ν produc-
tion in pp collisions at

√
s = 8 TeV using a data sample

corresponding to an integrated luminosity of 18.8 fb−1 col-
lected with the CMS detector at the LHC. The measure-
ments were performed in 11 bins of absolute muon pseu-
dorapidity |η| for muons with pT > 25 GeV. The results
have been incorporated into a QCD analysis at next-to-next-
to-leading-order together with the inclusive deep inelastic
scattering data from HERA. A significant improvement in
the accuracy of the valence quark distributions is observed
in the range 10−3 < x < 10−1, demonstrating the power of
these muon charge asymmetry measurements to improve the
main constraints on the valence distributions imposed by the
HERA data, in the kinematics range probed. This strongly
suggests the use of these measurements in future PDF
determinations.
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Fig. 4 Distributions of u valence (left) and d valence (right) quarks
as functions of x at the scale Q2 = m2

W. The results of the fit to the
HERA data and muon asymmetry measurements (light shaded band),
and to HERA data only (hatched band) are compared. The total PDF

uncertainties are shown. In the bottom panels the distributions are nor-
malized to 1 for a direct comparison of the uncertainties. The change
of the PDFs with respect to the HERA-only fit is represented by a solid
line
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Fig. 21 Differential dσW+/d|ηℓ| (left) and dσW−/d|ηℓ| (right) cross-
section measurement for W → ℓν. Predictions computed at NNLO
QCD with NLO EW corrections using various PDF sets (open symbols)
are compared to the data (full points). The ratio of theoretical predic-

tions to the data is also shown. The predictions are displaced within
each bin for better visibility. The theory uncertainty corresponds to the
quadratic sum of the PDF uncertainty and the statistical uncertainty of
the calculation

above the W cross-section data. For many PDF sets, the dif-
ferences, however, do not exceed the luminosity uncertainty
of 1.8% by a significant amount. Different groups producing
PDF sets make different choices in their evaluation of uncer-
tainties. For example, the JR14 set is less consistent with
these data even though it is somewhat closer to the data than
the NNPDF3.0 set, which quotes much larger uncertainties
than JR14.

The measurements of W+ and W− cross sections as a
function ofηℓ are used to extract the lepton charge asymmetry

Aℓ =
dσW+/d|ηℓ| − dσW−/d|ηℓ|
dσW+/d|ηℓ| + dσW−/d|ηℓ|

, (19)

taking into account all sources of correlated and uncorrelated
uncertainties.

Figure 22 shows the measured charge asymmetry and
the predictions based on various PDF sets. The experimen-
tal uncertainty ranges from 0.5 to 1%. Most of the pre-
dictions agree well with the asymmetry measurement, only
CT14 somewhat undershoots the data. The NNPDF3.0 set,
which uses W± asymmetry data from the CMS Collabora-
tion [19,20], matches the ATLAS data very well, even within
its very small uncertainties. On the other hand, these pre-
dictions are in general 3–5% below both the measured W+

and W− differential cross sections. This highlights the addi-
tional information provided by precise, absolute differential
measurements with full uncertainty information, including
the correlations, as compared to an asymmetry measure-
ment.
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Fig. 22 Lepton charge asymmetry Aℓ in W → ℓν production as a
function of the lepton pseudorapidity |ηℓ|. Predictions computed at
NNLO QCD with NLO EW corrections using various PDF sets (open
symbols) are compared to the data (full points). The ratio of theoreti-
cal predictions to the data is also shown. The predictions are displaced
within each bin for better visibility. The theory uncertainty corresponds
to the quadratic sum of the PDF uncertainty and the statistical uncer-
tainty of the calculation

6.3.2 Z/γ ∗ cross sections

Differential Z/γ ∗ → ℓℓ cross-sections, as a function of the
dilepton rapidity, are shown in Figs. 23 and 24, and compared
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Fig. 30 PDFs from the present ATLAS-epWZ16 determination at the
starting scale Q2

0 = 1.9 GeV2. Top valence PDFs xdv(x), xu v(x); mid-
dle light sea PDFs xd̄(x), xū (x); bottom strange-quark distribution and
ratio Rs(x). Uncertainty bands represent the experimental (exp), model

(mod) and parameterization (par) components in red, yellow and green,
respectively. The PDFs are shown in the region of maximum sensitivity
of the ATLAS W and Z/γ ∗ data, 10− 3 < x < 10− 1, except for the
valence quarks

x ∼ 0.001 and Q2
0, while s + s̄ is found to be unsup-

pressed with rs = 1.16.
• The ATLAS-epWZ16 PDF set results in a slightly neg-

ative central value of xd̄ − xū at x ∼ 0.1, which with

large uncertainties is compatible with zero. This result
is about two standard deviations below the determina-
tion from E866 fixed-target Drell–Yan data [137] accord-
ing to which xd̄ − xū ∼ 0.04 at x ∼ 0.1. It has been
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W-boson charge asymmetry
• Related	to	the	larger	number	of	valence	u	quarks	than	d	quarks	in	the	proton
• Rapidity	distributions	constrains	quark	and	anti-quark	PDFs
• Has	been	measured	by	all	experiments	at	Tevatron,	

and	ATLAS	and	CMS	at	the	LHC
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V + jets measurements
• QCD sector of the SM can be tested with associate V + jets production

- NNLO in QCD, NLO in EWK: theory has O(1%) precision, experiment often sub-% level

• Z, W + light jets measured up to 7 jets, good agreement with NLO QCD
- jet multiplicities test higher order terms, PDFs

- also studied  correlations (e.g. mjj, |ΔYjj|…) sensitive to ME/PS matching, non-perturbative effects 
modeled with PS, etc.
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Figure 2. Cross section for the production of W bosons (left) and the W+/W− ratio (right)
for different inclusive jet multiplicities. For the data, the statistical uncertainties are indicated as
vertical bars, and the combined statistical and systematic uncertainties are shown by the hatched
bands. The uppermost panel in each plot shows the differential cross sections, while the lower panels
show the ratios of the predictions to the data. The theoretical uncertainties on the predictions
are described in the text. The arrows on the lower panels indicate points that are outside the
displayed range.
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Figure 3. Differential cross sections for the production of W bosons (left) and the W+/W− ratio
(right) as a function of HT for events with Njets ≥ 1. The last bin in the left figure includes values
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and the combined statistical and systematic uncertainties are shown by the hatched bands. The
uppermost panel in each plot shows the differential cross sections, while the lower panels show the
ratios of the predictions to the data. The theoretical uncertainties on the predictions are described
in the text. The arrows on the lower panels indicate points that are outside the displayed range.
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FIG. 7. Cross sections differential in dijet invariant mass (calculated from the two leading jets) for inclusive jet multiplicities 2–4,
compared to the predictions of MADGRAPH, MADGRAPH5_aMC@NLO, SHERPA 2, and BLACKHATþSHERPA (corrected for hadronization
and multiple-parton interactions). Black circular markers with the gray hatched band represent the unfolded data measurements and their
total uncertainties. Overlaid are the predictions together with their uncertainties. The lower plots show the ratio of each prediction to the
unfolded data.
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EW Z and W production
• EW W, Z production is one interesting mechanism 

- VBF understanding important for Higgs measurements and 
new physics searches

- EW production << QCD one, but can be disentangled

- typical handles: two forward jets with high di-jet mass

• ATLAS and CMS measure inclusive x-sec at 13 TeV
- also used to constrain anomalous VVV couplings

!14

15

10 Measurement of the EW Wjj production cross section

The signal strength, defined with the `njj final state in the kinematic region described in Sec-
tion 3, is extracted from the fit to the BDT output distribution as discussed in Section 8. Figure 9
shows the BDT distribution in the muon (left) and electron (right) channels for data and simu-
lation after the fit, where the grey uncertainty band includes all systematic uncertainties. Good
agreement is observed between the data and simulation within the uncertainties.
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Figure 9: Data compared with simulation for the BDT’ output distribution for the muon (left)
and electron (right) channels, after the fit. The grey uncertainty band in the ratio panel includes
all systematic uncertainties.

In the muon channel, the signal strength is measured to be

µ = 0.91 ± 0.02 (stat) ± 0.12 (syst) = 0.91 ± 0.12 (total),

corresponding to a measured signal cross section

s(EW `njj) = 6.22 ± 0.12 (stat) ± 0.74 (syst) pb = 6.22 ± 0.75 (total) pb.

In the electron channel, the signal strength is measured to be

µ = 0.92 ± 0.03 (stat) ± 0.13 (syst) = 0.92 ± 0.13 (total),

corresponding to a measured signal cross section

s(EW `njj) = 6.27 ± 0.19 (stat) ± 0.80 (syst) pb = 6.27 ± 0.82 (total) pb.

The results obtained for the different lepton channels are compatible with each other, and in
agreement with the SM predictions.

From the combined fit of the two channels, the signal strength is measured to be

µ = 0.91 ± 0.02 (stat) ± 0.10 (syst) = 0.91 ± 0.10 (total),

corresponding to a measured signal cross section

s(EW `njj) = 6.23 ± 0.12 (stat) ± 0.61 (syst) pb = 6.23 ± 0.62 (total) pb,
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m jj correction factors in the QCD-enriched region and repeating 
fits in the EW-enriched region, using modified QCD-Z j j MC tem-
plates. Statistical uncertainties in the QCD-Z j j template in the EW-
enriched region are also propagated as a systematic uncertainty in 
the EW-Z j j cross-section measurement.

Potential quantum-mechanical interference between the
QCD-Z j j and EW-Z j j processes is assessed using MG5_aMC to de-
rive a correction to the QCD-Z j j template as a function of m jj . The 
impact of interference on the measurement is determined by re-
peating the EW-Z j j measurement procedure twice, either applying 
this correction to the QCD-Z j j template only in the QCD-enriched 
region or only in the EW-enriched region and taking the maximum 
change in the measured EW-Z j j cross-section as a symmetrised 
uncertainty. This approach assumes the interference affects only 
one of the two fiducial regions and therefore has a maximal im-
pact on the signal extraction. Potential interference between the 
Z j j and diboson processes was found to be negligible.

Normalisation and shape uncertainties in the estimated back-
ground from top-quark and diboson production are assessed with 
varied background templates as described in Section 5.4 , albeit 
with significantly larger uncertainties in the EW-enriched fiducial 
region compared to the baseline region.

Experimental systematic uncertainties arising from the jet en-
ergy scale and resolution, from lepton efficiencies related to re-
construction, identification, isolation and trigger, and lepton en-
ergy/momentum scale and resolution, and from pile-up modelling, 
are independently assessed by repeating the EW-Z j j measure-
ment procedure using modified QCD-Z j j and EW-Z j j templates. 
Here, the QCD-enriched QCD-Z j j template constraint procedure 
described in Section 6.1 has the added benefit of significantly re-
ducing the jet-based experimental uncertainties, as can be seen in 
Table 4 from their small impact on the total systematic uncertainty.

6.3. Electroweak Z j j results

As in the inclusive Z j j cross-section measurements, the quoted 
EW-Z j j cross-section measurements are the average of the cross-
sections determined with each of the six combinations of the three 
QCD-Z j j MC templates and two EW-Z j j MC templates. The mea-
sured cross-sections for the EW production of a leptonically de-
caying Z boson and at least two jets satisfying the fiducial require-
ments for the EW-enriched regions as given in Table 1 with the re-
quirements m jj > 250 GeV and m jj > 1 TeV are shown in Table 5, 
where they are compared to predictions from Powheg+Pythia. The 
use of a differential template fit in m jj to extract the EW-Z j j signal 
allows systematic uncertainties on the EW-Z j j cross-section mea-
surements to be constrained by the bins with the most favourable 
balance of EW-Z j j signal purity and minimal shape and normali-
sation uncertainty. For the m jj > 250 GeV region, although all m jj
bins contribute to the fit, the individually most-constraining m jj
interval is the 900–1000 GeV bin. The use of this method results in 
very similar relative systematic uncertainties in the EW-Z j j cross-
section measurements at the two different m jj thresholds, despite 
the measured relative EW-Z j j contribution to the total Z j j rate for 
m jj > 1 TeV being more than six times the relative contribution of 
EW-Z j j for m jj > 250 GeV.

The EW-Z j j cross-sections at 
√

s = 13 TeV are in agreement 
with the predictions from Powheg+Pythia for both m jj > 250 GeV 
and m jj > 1 TeV. The effect on the measurement of inclusive 
Z j j production rates (Section 5.5) from correcting the EW-Z j j pro-
duction rates predicted by Powheg+Pythia to the measured rates 
presented here was found to be negligible. Modifications to the 
m jj distribution shape are already accounted for as a systematic 
uncertainty in the inclusive Z j j measurements.

Fig. 5. Fiducial cross-sections for a leptonically decaying Z boson and at least two 
jets (solid data points) and EW-Z j j production (open data points) at 13 TeV (cir-
cles) compared to equivalent results at 8 TeV [2] (triangles) and to theoretical 
predictions (shaded/hatched bands). Measurements of Z j j at 13 TeV are compared 
to predictions from Sherpa (QCD-Z j j) + Powheg (EW-Z j j), MG5_aMC (QCD-Z j j) +
Powheg (EW-Z j j), and Alpgen (QCD-Z j j) + Powheg (EW-Z j j), while measurements 
of EW-Z j j production are compared to Powheg (EW-Z j j). Results at 8 TeV are com-
pared to predictions from Powheg+Pythia (QCD-Z j j + EW-Z j j). The bottom panel 
shows the ratio of the various theory predictions to data as shaded bands. Relative 
uncertainties in the measured data are represented by an error bar centred at unity.

Fig. 6. Measurements of the EW-Z j j process presented in this Letter at a centre-
of-mass energy of 13 TeV, compared with previous measurements at 8 TeV [2], for 
two different dijet invariant mass thresholds, m jj > 0.25 TeV and m jj > 1 TeV. The 
error bars on the measurements represent statistical and systematic uncertainties 
added in quadrature. Predictions from the Powheg event generator with their total 
uncertainty are also shown.

Fig. 5 shows a summary of the fiducial cross-sections for a 
leptonically decaying Z boson and at least two jets at 13 TeV 
compared to equivalent results at 8 TeV [2] and to theoretical pre-
dictions with their uncertainties. A significant rise in cross-section 
is observed between 

√
s = 8 TeV and 

√
s = 13 TeV within each 

fiducial region. In the EW-enriched region, for m jj thresholds of 
250 GeV and 1 TeV, the measured EW-Z j j cross-sections at 13 TeV 
are found to be respectively 2.2 and 3.2 times as large as those 
measured at 8 TeV, as illustrated in Fig. 6.

σEW	(Wjj)	=	6.23	±	0.12	(stat)	±	0.61	(syst)	pb	[submitted	to	EPJ	C]	

σEW(lljj)=534±20(stat)±57(syst)Z	[EPJ	C	(2018)	78] Phys.	Le8.	B	775	(2017)	206	
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Fig. 1. Examples of leading-order Feynman diagrams for the two production mech-
anisms for a leptonically decaying Z boson and at least two jets (Z j j) in proton–
proton collisions: (a) QCD radiation from the incoming partons (QCD-Z j j) and 
(b) t-channel exchange of an EW gauge boson (EW-Z j j).

to be studied. The increased 
√

s allows exploration of higher dijet 
masses, where the EW-Z j j contribution to the total Z j j rate be-
comes more pronounced.

2. ATLAS detector

The ATLAS detector is described in detail in Refs. [7,8]. It con-
sists of an inner detector for tracking, surrounded by a thin super-
conducting solenoid, electromagnetic and hadronic calorimeters, 
and a muon spectrometer incorporating three large superconduct-
ing toroidal magnet systems. The inner detector is immersed in a 
2 T axial magnetic field and provides charged-particle tracking in 
the range |η| < 2.5.

The calorimeters cover the pseudorapidity range |η| < 4.9. 
Electromagnetic calorimetry is provided by barrel and end-cap 
lead/liquid-argon (LAr) calorimeters in the region |η| < 3.2. Within 
|η| < 2.47 the calorimeter is finely segmented in the lateral di-
rection of the showers, allowing measurement of the energy 
and position of electrons, and providing electron identification 
in conjunction with the inner detector. Hadronic calorimetry 
is provided by the steel/scintillator-tile calorimeter, segmented 
into three barrel structures within |η| < 1.7, and two hadronic 
end-cap calorimeters. A copper/LAr hadronic calorimeter covers 
the 1.5 < |η| < 3.2 region, and a forward copper/tungsten/LAr 
calorimeter with electromagnetic-shower identification capabilities 
covers the 3.1 < |η| < 4.9 region.

The muon spectrometer comprises separate trigger and high-
precision tracking chambers. The tracking chambers cover the re-
gion |η| < 2.7 with three layers of monitored drift tubes, comple-
mented by cathode strip chambers in part of the forward region, 
where the hit rate is highest. The muon trigger system covers the 
range |η| < 2.4 with resistive plate chambers in the barrel region, 
and thin gap chambers in the end-cap regions.

A two-level trigger system is used to select events of inter-
est [9]. The Level-1 trigger is implemented in hardware and uses 
a subset of the detector information to reduce the event rate to 
around 100 kHz. This is followed by the software-based high-level 
trigger system which reduces the event rate to about 1 kHz.

3. Monte Carlo samples

The production of EW-Z j j events was simulated at next-
to-leading-order (NLO) accuracy in perturbative QCD using the
Powheg-box v1 Monte Carlo (MC) event generator [4,5,10] and, 
alternatively, at leading-order (LO) accuracy in perturbative QCD 
using the Sherpa 2.2.0 event generator [11]. For modelling of the 
parton shower, fragmentation, hadronisation and underlying event 
(UEPS), Powheg-box was interfaced to Pythia 8 [12] with a ded-
icated set of parton-shower-generator parameters (tune) denoted
AZNLO [13] and the CT10 NLO parton distribution function (PDF) 
set [14]. The renormalisation and factorisation scales were set to 

the Z boson mass. Sherpa predictions used the Comix [15] and
OpenLoops [16] matrix element event generators, and the CKKW 
method was used to combine the various final-state topologies 
from the matrix element and match them to the parton shower 
[17]. The matrix elements were merged with the Sherpa parton 
shower [18] using the ME+PS@LO prescription [19,20], and using
Sherpa’s native dynamical scale-setting algorithm to set the renor-
malisation and factorisation scales. Sherpa predictions used the
NNPDF30NNLO PDF set [21].

The production of QCD-Z j j events was simulated using three 
event generators, Sherpa 2.2.1, Alpgen 2.14 [22] and
MadGraph5_aMC@NLO 2.2.2 [23]. Sherpa provides Z + n-parton 
predictions calculated for up to two partons at NLO accuracy and 
up to four partons at LO accuracy in perturbative QCD. Sherpa
predictions used the NNPDF30NLO PDF set together with the tun-
ing of the UEPS parameters developed by the Sherpa authors using 
the ME+PS@NLO prescription [19,20]. Alpgen is an LO event gener-
ator which uses explicit matrix elements for up to five partons and 
was interfaced to Pythia 6.426 [24] using the Perugia2011C tune 
[25] and the CTEQ6L1 PDF set [26]. Only matrix elements for light-
flavour production in Alpgen are included, with heavy-flavour con-
tributions modelled by the parton shower. MadGraph5_aMC@NLO 
2.2.2 (MG5_aMC) uses explicit matrix elements for up to four par-
tons at LO, and was interfaced to Pythia 8 with the A14 tune [27]
and using the NNPDF23LO PDF set [28]. For reconstruction-level 
studies, total Z boson production rates predicted by all three event 
generators used to produce QCD-Z j j predictions are normalised 
using the next-to-next-to-leading-order (NNLO) predictions calcu-
lated with the FEWZ 3.1 program [29–31] using the CT10 NNLO
PDF set [14]. However, when comparing particle-level theoretical 
predictions to detector-corrected measurements, the normalisation 
of quoted predictions is provided by the event generator in ques-
tion rather than an external NNLO prediction.

The production of a pair of EW vector bosons (diboson), where 
one decays leptonically and the other hadronically, or where both 
decay leptonically and are produced in association with two or 
more jets, through W Z or Z Z production with at least one 
Z boson decaying to leptons, was simulated separately using
Sherpa 2.1.1 and the CT10 NLO PDF set.

The largest background to the selected Z j j samples arises from 
tt̄ and single-top (W t) production. These were generated using
Powheg-box v2 and Pythia 6.428 with the Perugia2012 tune [25], 
and normalised using the cross-section calculated at NNLO+NNLL 
(next-to-next-to-leading log) accuracy using the Top++2.0 pro-
gram [32].

All the above MC samples were fully simulated through the
Geant 4 [33] simulation of the ATLAS detector [34]. The effect of 
additional pp interactions (pile-up) in the same or nearby bunch 
crossings was also simulated, using Pythia v8.186 with the A2 tune 
[35] and the MSTW2008LO PDF set [36]. The MC samples were 
reweighted so that the distribution of the average number of pile-
up interactions per bunch crossing matches that observed in data. 
For the data considered in this Letter, the average number of inter-
actions is 13.7.

4. Event preselection

The Z bosons are measured in their dielectron and dimuon de-
cay modes. Candidate events are selected using triggers requiring 
at least one identified electron or muon with transverse momen-
tum thresholds of pT = 24 GeV and 20 GeV respectively, with 
additional isolation requirements imposed in these triggers. At 
higher transverse momenta, the efficiency of selecting candidate 
events is improved through the use of additional electron and 
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Fig. 1. Examples of leading-order Feynman diagrams for the two production mech-
anisms for a leptonically decaying Z boson and at least two jets (Z j j) in proton–
proton collisions: (a) QCD radiation from the incoming partons (QCD-Z j j) and 
(b) t-channel exchange of an EW gauge boson (EW-Z j j).

to be studied. The increased 
√

s allows exploration of higher dijet 
masses, where the EW-Z j j contribution to the total Z j j rate be-
comes more pronounced.

2. ATLAS detector

The ATLAS detector is described in detail in Refs. [7,8]. It con-
sists of an inner detector for tracking, surrounded by a thin super-
conducting solenoid, electromagnetic and hadronic calorimeters, 
and a muon spectrometer incorporating three large superconduct-
ing toroidal magnet systems. The inner detector is immersed in a 
2 T axial magnetic field and provides charged-particle tracking in 
the range |η| < 2.5.

The calorimeters cover the pseudorapidity range |η| < 4.9. 
Electromagnetic calorimetry is provided by barrel and end-cap 
lead/liquid-argon (LAr) calorimeters in the region |η| < 3.2. Within 
|η| < 2.47 the calorimeter is finely segmented in the lateral di-
rection of the showers, allowing measurement of the energy 
and position of electrons, and providing electron identification 
in conjunction with the inner detector. Hadronic calorimetry 
is provided by the steel/scintillator-tile calorimeter, segmented 
into three barrel structures within |η| < 1.7, and two hadronic 
end-cap calorimeters. A copper/LAr hadronic calorimeter covers 
the 1.5 < |η| < 3.2 region, and a forward copper/tungsten/LAr 
calorimeter with electromagnetic-shower identification capabilities 
covers the 3.1 < |η| < 4.9 region.

The muon spectrometer comprises separate trigger and high-
precision tracking chambers. The tracking chambers cover the re-
gion |η| < 2.7 with three layers of monitored drift tubes, comple-
mented by cathode strip chambers in part of the forward region, 
where the hit rate is highest. The muon trigger system covers the 
range |η| < 2.4 with resistive plate chambers in the barrel region, 
and thin gap chambers in the end-cap regions.

A two-level trigger system is used to select events of inter-
est [9]. The Level-1 trigger is implemented in hardware and uses 
a subset of the detector information to reduce the event rate to 
around 100 kHz. This is followed by the software-based high-level 
trigger system which reduces the event rate to about 1 kHz.

3. Monte Carlo samples

The production of EW-Z j j events was simulated at next-
to-leading-order (NLO) accuracy in perturbative QCD using the
Powheg-box v1 Monte Carlo (MC) event generator [4,5,10] and, 
alternatively, at leading-order (LO) accuracy in perturbative QCD 
using the Sherpa 2.2.0 event generator [11]. For modelling of the 
parton shower, fragmentation, hadronisation and underlying event 
(UEPS), Powheg-box was interfaced to Pythia 8 [12] with a ded-
icated set of parton-shower-generator parameters (tune) denoted
AZNLO [13] and the CT10 NLO parton distribution function (PDF) 
set [14]. The renormalisation and factorisation scales were set to 

the Z boson mass. Sherpa predictions used the Comix [15] and
OpenLoops [16] matrix element event generators, and the CKKW 
method was used to combine the various final-state topologies 
from the matrix element and match them to the parton shower 
[17]. The matrix elements were merged with the Sherpa parton 
shower [18] using the ME+PS@LO prescription [19,20], and using
Sherpa’s native dynamical scale-setting algorithm to set the renor-
malisation and factorisation scales. Sherpa predictions used the
NNPDF30NNLO PDF set [21].

The production of QCD-Z j j events was simulated using three 
event generators, Sherpa 2.2.1, Alpgen 2.14 [22] and
MadGraph5_aMC@NLO 2.2.2 [23]. Sherpa provides Z + n-parton 
predictions calculated for up to two partons at NLO accuracy and 
up to four partons at LO accuracy in perturbative QCD. Sherpa
predictions used the NNPDF30NLO PDF set together with the tun-
ing of the UEPS parameters developed by the Sherpa authors using 
the ME+PS@NLO prescription [19,20]. Alpgen is an LO event gener-
ator which uses explicit matrix elements for up to five partons and 
was interfaced to Pythia 6.426 [24] using the Perugia2011C tune 
[25] and the CTEQ6L1 PDF set [26]. Only matrix elements for light-
flavour production in Alpgen are included, with heavy-flavour con-
tributions modelled by the parton shower. MadGraph5_aMC@NLO 
2.2.2 (MG5_aMC) uses explicit matrix elements for up to four par-
tons at LO, and was interfaced to Pythia 8 with the A14 tune [27]
and using the NNPDF23LO PDF set [28]. For reconstruction-level 
studies, total Z boson production rates predicted by all three event 
generators used to produce QCD-Z j j predictions are normalised 
using the next-to-next-to-leading-order (NNLO) predictions calcu-
lated with the FEWZ 3.1 program [29–31] using the CT10 NNLO
PDF set [14]. However, when comparing particle-level theoretical 
predictions to detector-corrected measurements, the normalisation 
of quoted predictions is provided by the event generator in ques-
tion rather than an external NNLO prediction.

The production of a pair of EW vector bosons (diboson), where 
one decays leptonically and the other hadronically, or where both 
decay leptonically and are produced in association with two or 
more jets, through W Z or Z Z production with at least one 
Z boson decaying to leptons, was simulated separately using
Sherpa 2.1.1 and the CT10 NLO PDF set.

The largest background to the selected Z j j samples arises from 
tt̄ and single-top (W t) production. These were generated using
Powheg-box v2 and Pythia 6.428 with the Perugia2012 tune [25], 
and normalised using the cross-section calculated at NNLO+NNLL 
(next-to-next-to-leading log) accuracy using the Top++2.0 pro-
gram [32].

All the above MC samples were fully simulated through the
Geant 4 [33] simulation of the ATLAS detector [34]. The effect of 
additional pp interactions (pile-up) in the same or nearby bunch 
crossings was also simulated, using Pythia v8.186 with the A2 tune 
[35] and the MSTW2008LO PDF set [36]. The MC samples were 
reweighted so that the distribution of the average number of pile-
up interactions per bunch crossing matches that observed in data. 
For the data considered in this Letter, the average number of inter-
actions is 13.7.

4. Event preselection

The Z bosons are measured in their dielectron and dimuon de-
cay modes. Candidate events are selected using triggers requiring 
at least one identified electron or muon with transverse momen-
tum thresholds of pT = 24 GeV and 20 GeV respectively, with 
additional isolation requirements imposed in these triggers. At 
higher transverse momenta, the efficiency of selecting candidate 
events is improved through the use of additional electron and 
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Figure 13: Expected and observed two-dimensional limits on the EFT parameters at 95% CL
from the combination of EW Wjj and EW Zjj analyses.
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W mass
• Valuable consistency check of the SM 

• Measurement at LHC affected by PDFs more 
than Tevatron (need sea quarks in pp vs pp ̅
collisions) 
- 25% of W produced by s and c quarks (vs 5% at 

Tevatron)

- reduction of PDF uncertainties vital !

• First and only mW measurement at LHC so far 
from ATLAS
- 2  template fit to mT(W), pT(lep) 

- but none of the variables is Lorentz-invariant: 
modelling uncertainties of longitudinal (PDFs) and 
transverse (qT) d.o.f. in W production

!15
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V. Brigljević                                                              EWK Measurements at the LHC

W Mass

‣ Priority for Expt.: improve on MW!

‣ Measurement at LHC strongly 
affected by uncertainties on s and c 
PDFs

25% of W’s induced by s and c (vs 
~5% @ Tevatron)

‣ But much larger statistics at LHC

More precise detector calibration

 6

MW particularly sensitive 
on Mtop and MHiggs
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on Mtop and MHiggs
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ATLAS W mass result
• precision 0.02%, dominating uncertainty from theory: QCD, PDF

- mW = 80370 ± 7 (stat.) ± 11 (exp. syst.) ± 14 (mod. syst.) MeV = 80370 ± 19 MeV

- ATLAS measurement competes with Tevatron combination

• Modelling uncertainties scenarios: if QCD scales are correlated among quark flavors, but uncorrelated 
between W and Z, systematic on mW ~ 30 MeV
- way forward under study at LHC EW WG: advisable a less model-dependent Z to W extrapolation

- direct measurement of pT(W), W angular coefficients (e.g. low PU data taken in 2017)

- e.g. PDF in-situ constraints from W data (e.g. JHEP12 (2017) 130). More finely grained W pT in the low pT region

!16

The mass of the W boson 

25/09/18	 DESY	Theory	workshop	2018,	Ulla	Blumenschein	 16	

²  Valuable consistency check of the SM 
²  Template fit to mT(W), pT(lep) 
²  Precision 0.02 %,  dominating uncertainty from theory: QCD, PDF 
	
	

mW =  80370±19 MeV (0.2 permille)  
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Fig. 25 The a , b pℓ
T, c, d mT, and e, f pmiss

T distributions for a , c, e
W+ events and b, d, f W− events in the muon decay channel. The data
are compared to the simulation including signal and background con-
tributions. Detector calibration and physics-modelling corrections are
applied to the simulated events. For all simulated distributions, mW is
set according to the overall measurement result. The lower panels show

the data-to-prediction ratios, the error bars show the statistical uncer-
tainty, and the band shows the systematic uncertainty of the prediction.
The χ2 values displayed in each figure account for all sources of uncer-
tainty and include the effects of bin-to-bin correlations induced by the
systematic uncertainties
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Fig. 2 Ratios of the reconstruction-level a pℓ
T and bmT normalised distributions obtained using Powheg+Pythia 8AZNLO, DYRes and Powheg

MiNLO+Pythia 8 to the baseline normalised distributions obtained using Pythia 8 AZ

rebinned to match the coarser bins of the W -boson pT distri-
bution, which was measured using only 30 pb−1 of data. The
theoretical prediction is in agreement with the experimental
measurements for the region with pT < 30 GeV, which is
relevant for the measurement of the W -boson mass.

The predictions of RESBOS [89,90], DYRes [91] and
Powheg MiNLO+Pythia 8 [96,97] are also considered.
All predict a harder pWT distribution for a given pZT dis-
tribution, compared to Pythia 8 AZ. Assuming the latter
can be adjusted to match the measurement of Ref. [44], the
corresponding pWT distribution induces a discrepancy with
the detector-level uT and uℓ

∥ distributions observed in the
W -boson data, as discussed in Sect. 11.2. This behaviour is
observed using default values for the non-perturbative param-
eters of these programs, but is not expected to change signif-

icantly under variations of these parameters. These predic-
tions are therefore not used in the determination of mW or its
uncertainty.

Figure 2 compares the reconstruction-level pℓ
T and mT

distributions obtained with Powheg+Pythia 8 AZNLO,
DYRes and Powheg MiNLO+Pythia 8 to those of
Pythia 8 AZ.2 The effect of varying the pWT distribution
is largest at high pℓ

T, which explains why the uncertainty due
to the pWT modelling is reduced when limiting the pℓ

T fitting
range as described in Sect. 11.3.

2 Reconstruction-level distributions are obtained from the
Powheg+Pythia 8 signal sample by reweighting the particle-
level pWT distribution according to the product of the pZT distribution
in Pythia 8 AZ, and of RW/Z (pT) as predicted by Powheg+Pythia
8 AZNLO, DYRes and Powheg MiNLO+Pythia 8.
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Conclusions
• A rich research program is being pursued at the LHC

• Given no direct indications of new physics, EW sector is the main area 
for tests of the Standard Model of particle physics

• LHC Run2 has just endend. Only a fraction of Run2 data has been used 
for EW measurements
- expect a stream of precision measurements with 13 TeV during the LHC 

shutdown

• Several improved theoretical calculations exists

• Advanced experimental techniques aim in a reduced theory-dependent 
approach
- a measurement becomes a full program of simultaneous measurements 

- sometimes it will require full Run2 statistics, it always takes time

• precision may be the path for discoveries

!17
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The End
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Current sin 2θW measurements
• CMS and ATLAS results consistent with the mean value of LEP and SLD and other 

available measurements
- statistical uncertainties still dominate

• Measurements at the LHC will improve with Run 2 data and beyond  

• PDF uncertainties could be reduced including more recent LHC data and performing a 
global fit

!19

Summary of sin2ϑeff
lept measurements

• Measurements	at	the	LHC	will	

improve	with	Run	2	data	and	

beyond

• PDF	uncertainties	could	be	reduced	

including	more	recent	LHC	data	and	

performing	a	global	fit

June	4-8,	2018 Marco	Pieri	UC	San	Diego 16

Central	Value Total	Unc. Stat.	Unc.

ATLAS	(5	fb-1) 0.2308 0.0012 0.0005

CMS	(21	fb-1) 0.23101 0.00052 0.00036

Tevatron (20	fb-1 tot) 0.23148 0.00033 0.00027

LHCb (3	fb-1) 0.23142 0.0011 0.00073

Measurements	of	sin2ϑeff
lept	at	hadron	colliders	

Run	2 HL-LHC

LEP,	SLD

CMS	PAS	FTR-17-001
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Fig. 9 Comparison of the
measured sin2 θℓ

eff in the muon
and electron channels and their
combination, with previous
LEP, SLD, Tevatron, and LHC
measurements. The shaded band
corresponds to the combination
of the LEP and SLD
measurements
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senting the variations for each eigenvector. As expected for
Gaussian distributions, we obtain the same central values
and the total uncertainties that are extracted from Bayesian
reweighting of the corresponding set of replicas.

Finally, as a cross-check, we also repeat the measure-
ment using different mass windows for extracting sin2 θℓ

eff,
and for constraining the PDFs. Specifically, we first use
the central five bins, corresponding to the dimuon mass
range of 84 < mµµ < 95 GeV, to extract sin2 θℓ

eff. Then,
we use predictions based on the extracted sin2 θℓ

eff in the
lower three (60 < mµµ < 84 GeV) and the higher four
(95 < mµµ < 120 GeV) dimuon mass bins, to constrain the
PDFs. We find that the statistical uncertainty increases by
only about 10%, and the PDF uncertainty increases by only
about 6% relative to the uncertainties obtained when using
the full mass range to extract the sin2 θℓ

eff and simultaneously
constrain the PDFs. The test thereby confirms that the PDF
uncertainties are constrained mainly by the high- and low-
mass bins, and that we obtain consistent results with these
two approaches.

10 Summary

The effective leptonic mixing angle, sin2 θℓ
eff, has been

extracted from measurements of the mass and rapidity depen-
dence of the forward–backward asymmetries AFB in Drell–
Yan µµ and ee production. As a baseline model, we use the
powheg event generator for the inclusive pp → Z/γ → ℓℓ

process at leading electroweak order, where the weak mixing

angle is interpreted through the improved Born approxima-
tion as the effective angle incorporating higher-order correc-
tions. With more data and new analysis techniques, including
precise lepton-momentum calibration, angular event weight-
ing, and additional constraints on PDFs, the statistical and
systematic uncertainties are significantly reduced relative to
previous CMS measurements. The combined result from the
dielectron and dimuon channels is:

sin2 θℓ
eff = 0.23101 ± 0.00036 (stat) ± 0.00018 (syst)

±0.00016 (theo) ± 0.00031 (PDF), (16)

or summing the uncertainties in quadrature,

sin2 θℓ
eff = 0.23101 ± 0.00053. (17)

A comparison of the extracted sin2 θℓ
eff with previous

results from LEP, SLC, Tevatron, and LHC, shown in Fig. 9,
indicates consistency with the mean of the most precise LEP
and SLD results, as well as with the other measurements.
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PDF constraints
• PDFs affect AFB mainly off the Z pole, with opposite sign below and above MZ

• Max sensitivity for sin2θeff for mℓℓ ~ MZ 

• Using Bayesian weighting method with NNPDF3.0 replicas: w∝exp{χ2/2}

- uncertainty related to PDFs reduces from 0.00057 to 0.00030 (factor ~2)

- equivalent to ATLAS profiling of the PDF nuisances

!20
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Table 3 Summary of the theoretical uncertainties for the dimuon and
dielectron channels, as discussed in the text

Modeling parameter Muons Electrons

Dilepton pT reweighting 0.00003 0.00003

µR and µF scales 0.00011 0.00013

powheg MiNLO Z+j vs. Z at NLO 0.00009 0.00009

FSR model (photos vs. pythia8) 0.00003 0.00005

Underlying event 0.00003 0.00004

Electroweak sin2 θℓ
eff vs. sin2 θu,d

eff 0.00001 0.00001

Total 0.00015 0.00017

the extracted sin2 θℓ
eff is identical within ±0.00002 of the

default. In addition, we weight the |cos θ∗| distribution from
the MiNLO Z+j MC sample to match the dependence of A0
on pT,ℓℓ in each (mℓℓ, yℓℓ) bin to the corresponding values
of the baseline MC simulation. The change in the resulting
sin2 θℓ

eff is also negligible.

9 Uncertainties in the PDFs

The observed AFB values depend on the size of the dilu-
tion effect, as well as on the relative contributions from u
and d valence quarks to the total dilepton production cross
section. The uncertainties in the PDFs translate into sizable
changes in the observed AFB values. However, changes in
PDFs affect the AFB(mℓℓ, yℓℓ) distribution in a different way
than changes in sin2 θℓ

eff.
Changes in PDFs produce large changes in AFB, when

the absolute values of AFB are large, i.e., at large and small
dilepton mass values. In contrast, the effect of changes in
sin2 θℓ

eff are largest near the Z boson peak, and are signif-
icantly smaller at high and low masses. Because of this
behavior, which is illustrated in Fig. 5, we apply a Bayesian
χ2 reweighting method to constrain the PDFs [48– 50], and
thereby reduce their uncertainties in the extracted value of
sin2 θℓ

eff.
As a baseline, we use the NLO NNPDF3.0 PDFs. In

the Bayesian χ2 reweighting method, PDF replicas that
offer good descriptions of the observed AFB distribution are
assigned large weights, and those that poorly describe the
AFB are given small weights. Each weight factor is based on
the best-fit χ2

min,i value obtained by fitting the AFB (mℓℓ,yℓℓ)
distribution with a given PDF replica i :

wi =
e−

χ2
min,i

2

1
N

∑N
i=1 e−

χ2
min,i

2

, (13)

where N is the number of replicas in a set of PDFs. The
final result is then calculated as a weighted average over the
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Fig. 5 Distribution in AFB as a function of dilepton mass, integrated
over rapidity (top), and in six rapidity bins (bottom) for sin2 θℓ

eff =
0.23120 in powheg. The solid lines in the bottom panel correspond
to six changes at sin2 θℓ

eff around the central value, corresponding to:
±0.00040, ±0.00080, and ±0.00120. The dashed lines refer to the AFB
predictions for 100 NNPDF3.0 replicas. The shaded bands illustrate the
standard deviation in the NNPDF3.0 replicas

replicas: sin2 θℓ
eff = ∑N

i=1 wi si/N , where si is the best-fit
sin2 θℓ

eff value obtained for the i th replica.
Figure 6 shows a scatter plot of the χ2

min vs. the best-fit
sin2 θℓ

eff value for the 100 NNPDF3.0 replicas for the µµ

and ee samples, and for the combined dimuon and dielectron
results. All sources of statistical and experimental systematic
uncertainties are included in a 72×72 covariance matrices for
data and template AFB distributions. The χ2(s) is defined as:
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Fig. 6 The upper panel in each figure shows a scatter plot in χ2
min vs.

the best-fit sin2 θℓ
eff for 100 NNPDF replicas in the muon channel (upper

left), electron channel (upper right), and their combination (below). The

corresponding lower panels have the projected distributions in the best-
fit sin2 θℓ

eff for the nominal (open circles) and weighted (solid circles)
replicas

χ2(s) = (D − T (s))T V−1(D − T (s)), (14)

where D represents the measured AFB values for data in 72
bins, T (s) denotes the theoretical predictions for AFB as a
function of s, or sin2 θℓ

eff, and V represents the sum of the
covariance matrices for the data and templates. As illustrated
in these figures, the extreme PDF replicas from either side are
disfavored by both the dimuon and dielectron data. For each
of the NNPDF3.0 replicas, the muon and electron results are

combined using their respective best-fit χ2 values, sin2 θℓ
eff,

and their fitted statistical and experimental systematic uncer-
tainties.

Figure 7 shows the extracted sin2 θℓ
eff in the muon and elec-

tron decay channels and their combination, with and without
constraining the uncertainties in the PDFs. The correspond-
ing numerical values are also listed in Table 4. After Bayesian
χ2 reweighting, the PDF uncertainties are reduced by about a
factor of 2. It should be noted that the Bayesian χ2 reweight-
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QCD sector of the Standard Model
• Z and W + jets production can be used to test high-order QCD calculations

- the DY process almost factorized wrt the strong interaction production

- LO predicts W and Z at rest

- the transverse boost of the V (=W,Z) can be modelled:

- at small pT needs soft gluon emission: resummation (non perturbative)

- higher pT, with perturbative QCD

• Many measurements of V+jets at LHC are compared with the most recent calculations:
- NNLO in QCD, NLO in EWK: theory has O(1%) precision, experiment often sub-% level
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Overview	

q Measurements	of	vector	bosons	+	jets	production	rates	and	properties	in	
proton-proton	collisions	at	the	LHC	are	essential	tests	of	SM	predictions.

q Many	measurements	of	V+jets cross-sections	are	performed	by	ATLAS,	CMS,	
and	LHCb,	differential	in	the	kinematic	observables	of	the	boson	and	of	the	jets.	
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W and Z-boson dσ/dpT
¾ Fixed order perturbative QCD calculations

works for 𝐩𝐓 ≳ 𝐦𝐙,𝐖
• large logarithmic terms for pT ≪ mZ,W due to 

soft gluon radiation, resummation needed
• measurements at 𝑝𝑇 ≲ 10 GeV are precious

published
in JHEP

¾ Data collected during special low-luminosity run (18.4 pb-1)
• less background, improved recoil resolution (mainly for W)

¾ Signal extraction
• W: fit to ETmiss, QCD shape from control region (inverted lepton ID/isolation)
• Z: count events within selected mass window

QCD control 
region

signal
region


