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LHC AFTER HIGGS DISCOVERY
• Intense scrutiny of Higgs and Yukawa sector 


• While keeping a wide open eye on new phenomena
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Higgs properties 
Higgs self interaction

Higgs coupling to bosons and fermions

CKM matrix and CP Violation

New light and heavy particles

Lepton flavour universality violation


Leptoquarks

SUSY


Long-lived particles

Dark matter

Precision Electroweak and 
QCD



LHC Design

• CMS and LHCb have produced more than 100 results in a year

– A lot more known about Higgs than just 2 years ago

– Extensive and precise probe of CKM paradigm 

– Rich and diverse results at low energy in charm and beauty physics 

– Extensive search program at high mass for new phenomena

– Differential measurements with top quark, Higgs, W and Z bosons

– Probe of QCD in proton-proton and heavy ion collisions


• A taste of CMS and LHCb  
programs and prospects for  
data to be collected starting 
in 2021 (Run3)


• Special thanks to operations  
and accelerator teams of the LHC  
for sustained stellar performance

Shahram Rahatlou, Roma Sapienza & INFN

OUTLINE
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20 nb-1 / s
See tomorrow’s talks covering these results

New Results: http://cms.cern/news/ICHEP-2018

https://indico.cern.ch/event/686555/sessions/276326/#20180710
https://indico.cern.ch/event/686555/sessions/276326/#20180710
http://cms.cern/news/ICHEP-2018
http://cms.cern/news/ICHEP-2018
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LHC PERFORMANCE
• LHC to provide 150 fb-1 to CMS and more than 5 fb-1 to LHCb in Run2


• More data and challenges for operation and physics analysis

– increased number of simultaneous interactions


• Improved analysis techniques and operations key for successful program
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Run1 2012

Run1: 3 fb-1 
Run2 so far: 4.4 fb-1 

Run1: 29 fb-1 
Run2 so far: 119 fb-1 
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LHCb PERFORMANCE

• Excellent tracking and superb particle identification key for flavor physics

– Relative production ratio: Bd/Bu/Bs/Bc/b-baryons 4:4:1:0.01:1 
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B&PRODUCTION&TOPOLOGY

• Events of interest almost exclusively in forward region!
– Need excellent coverage at high η!

• All flavors of b hadrons produced!
– Relative production ratio: Bd/Bu/Bs/Bc/b-baryons 4:4:1:0.01:1

"3

Justine Serrano 3 

The LHCb detector 

� Forward spectrometer optimised for heavy 
flavour physics at the LHC 
• Large acceptance 2<η<5 
• Large boost : B mesons flight ~1cm 

 

Bs2MuMu @ LHCb 

p 
p 
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CMS EVOLUTION
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Pixel Tracker 
2018: replaced DCDC converters  
and 6 modules 
2017: new detector with 4 layers 
Run1: 3 layers

Si strip Tracker 
2018: lower operating 
temperature

Electromagnetic Calorimeter 
2018: New DAQ links

Hadron Endcap Calorimeter  
2018: Upgraded HPDs→SiPMs in Endcaps 
2017: Upgraded HPDs→SiPMs in one 20º readout

Hadron Forward Calorimeter  
2017: Upgraded readout

Muon Detectors  
Drift tubes (VME → µTCA ROS)  
Resistive Plate chambers; 
Cathode strip chambers; 
GEM slice test (GE1/1)

3 slightly different detectors in 3 years
One more challenge for multi-year analysis
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CMS PERFORMANCE IN 2018
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• Reconstructed dielectron invariant mass in 2016-17-18 
reconstructed data. Selection described in the following slide.

Zee invariant mass -
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Figure	11:	The	DeepCSV	discriminator	distribuCon	in	jets	in	an	inclusive	mulCjet	
sample.	The	black	dots	correspond	to	data	recorded	in	2018,	compared	to	the	
distribuCon	from	2017	data.	The	bocom	part	shows	the	raCo	of	2017	over	2018	
data.	Underflow	is	included	in	the	first	bin	respecCvely.			
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26 7 Measurements of the Higgs boson’s couplings

M
200 210 220 230 240 250 260

∈

0.1−

0.05−

0

0.05

0.1

 regionσ1  regionσ2 Best fit SM expected

 (13 TeV)-135.9 fbCMS Preliminary

vV
m V

κ
 o

r 
vF

m F
κ

4−10

3−10

2−10

1−10

1
W

t
Z

b

µ

τ

SM Higgs boson
] fitε[M, 

σ 1±

σ 2±

 (13 TeV)-135.9 fbCMSPreliminary

Particle mass [GeV]
1−10 1 10 210R

at
io

 to
 S

M

0
0.5

1
1.5

Figure 10: Left: Likelihood scan in the M-e plane. The best-fit point and, 1s, 2s CL regions are
shown, along with the SM prediction. Right: Result of the phenomenological M, e fit overlayed
with the resolved k-framework model.

7.2 Generic model within k framework with effective loops

The results of the fits to the generic k model where the ggH and H ! gg loops are scaled
using the effective couplings kg and kg are given in Figure 11 and Table 9. Two different model
assumptions are made concerning the BSM branching fraction. In the first parametrization it
is assumed that BRBSM = 0, whereas in the second, BRinv. and BRundet. are allowed to vary as
POIs, and instead the constraint |kW|, |kZ|  1 is imposed. The parameter BRundet. represents
the total branching ratio to any final state which is not detected by the channels included in
this combined analysis. The likelihood scan for the BRinv. parameter in this model, and the 2D
likelihood scan of BRinv. vs BRundet. are given in Figure 12. The 68% and 95% CL regions for the
right panel in Figure 12 are determined as the regions for which q(BRundet.,BRinv. ) < 2.28 and
q(BRundet.,BRinv. ) < 5.99, respectively. A 95% CL upper limit of BRinv. < 0.22 is determined,
corresponding to the value for which q < 3.84 [75]. The uncertainty on the measurement of
kt is reduced by nearly 40% compared to Ref. [30]. This improvement is due to the improved
sensitivity to the ttH production mode as described in Section 6.

Accounting for the additional contribution from BSM decays, the total width of the Higgs bo-
son, relative to its SM value can be written as,

GH

GSM
H

=
k2

H
1 � (BRundet. + BRinv.)

(7)

Using Equation 7, this model is also reinterpreted as a constraint on the total Higgs boson
width, and the corresponding likelihood scan is shown in Figure 13.

An additional fit is performed assuming the only BSM contributions to the Higgs couplings
appear in the the loop-induced processes ggH and H ! gg. In this fit, kg and kg are the POIs,
BRinv. and BRundet. are freely floated, and the other couplings are fixed to their SM predictions.
The best-fit point and 1s, 2s CL regions in the kg � kg plane for this model are shown in Fig-
ure 14.
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YUKAWA INTERACTION
• Observation of direct coupling of Higgs to top by CMS in April


– Observation of H→ττ by CMS in 2017

– Evidence for H→bb  also in 2017


• Establishes direct tree-level coupling to up-type quarks

– Additional data to be used for coupling to b quarks

 9

5

Ev
en

ts

1

10

210

310

410

510

610
Observed
Background
Uncertainty

=1.26)
Htt

µH (tt
=1.00)

Htt
µH (tt

CMS
 (13 TeV)-1 (8 TeV) + 35.9 fb-1 (7 TeV) + 19.7 fb-15.1 fb

(S/B)10log
3.0− 2.5− 2.0− 1.5− 1.0− 0.5− 0.0

O
bs

. /
 B

kg
.

1.0
1.5
2.0
2.5
3.0

Figure 3: Distribution of events as a function of the decimal logarithm of S/B, where S and B

are the expected post-fit signal (with µttH = 1) and background yields, respectively, in each bin
of the distributions considered in this combination. The shaded histogram shows the expected
background distribution. The two hatched histograms, each stacked on top of the background
histogram, show the signal expectation for the SM (µttH = 1) and the observed (µttH = 1.26)
signal strengths. The lower panel shows the ratios of the expected signal and observed results
relative to the expected background.

The principal sources of experimental systematic uncertainty in the overall result for µttH stem
from the uncertainty in the lepton and b jet identification efficiencies and in the th and jet energy
scales. The background theory systematic uncertainty is dominated by modeling uncertainties
in tt production in association with a W boson, a Z boson, or a pair of b or c quark jets. The
dominant contribution to the signal theory systematic uncertainty arises from the finite accu-
racy in the SM prediction for the ttH cross section because of missing higher order terms and
uncertainties in the proton parton density functions [35].

To highlight the excess of data over the expectation from the background-only hypothesis,
we classify each event that enters the combined fit by the ratio S/B, where S and B are the
expected post-fit signal (with µttH = 1) and background yields, respectively, in each bin of the
distributions considered in the combination. The distribution of log10(S/B) is shown in Fig. 3.
The main sensitivity at high values of S/B is given by events selected in the H ! gg analysis
with a diphoton mass around 125 GeV and by events selected in the H ! t+t�, H ! WW⇤,
and H ! bb analyses with high values of the multivariate discriminating variables used for the
signal extraction. A broad excess of events in the rightmost bins of this distribution is observed,
consistent with the expectation for ttH production with a SM-like cross section.

The value of the test statistic q as a function of µttH is shown in Fig. 4, with µttH based on
the combination of decay modes described above for the combined fit. The results are shown
for the combination of all decay modes at 7+8 TeV and at 13 TeV, separately, and for all decay
modes at all CM energies. To quantify the significance of the measured ttH yield, we com-
pute the probability of the background-only hypothesis (p-value) as the tail integral of the test
statistic using the overall combination evaluated at µttH = 0 under the asymptotic approxima-
tion [45]. This corresponds to a significance of 5.2 standard deviations for a one-tailed Gaussian
distribution. The expected significance for a SM Higgs boson with a mass of 125.09 GeV, eval-
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Figure 1: Example tree-level Feynman diagrams for the pp ! ttH production process, with g a
gluon, q a quark, t a top quark, and H a Higgs boson. For the present study, we consider Higgs
boson decays to a pair of W bosons, Z bosons, photons, t leptons, or bottom quark jets.

the pseudorapidity coverage provided by the barrel and endcap detectors. Muons are detected
in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid. A
detailed description of the CMS detector can be found in Ref. [5].

Events of interest are selected using a two-tiered trigger system [25] based on custom hardware
processors and a farm of commercial processors running a version of the full reconstruction
software optimized for speed. Offline, a particle-flow algorithm [26] is used to reconstruct and
identify each particle in an event based on a combination of information from the various CMS
subdetectors. Additional identification criteria are employed to improve purities and define
the final samples of candidate electrons, muons, hadronically decaying t leptons (th) [27, 28],
and photons. Jets are reconstructed from particle-flow candidates using the anti-kT clustering
algorithm [29] implemented in the FASTJET package [30]. Multivariate algorithms [31, 32] are
used to identify (tag) jets arising from the hadronization of bottom quarks (b jets) and discrim-
inate against gluon and light flavor quark jets. The algorithms utilize observables related to
the long lifetimes of hadrons containing b quarks and the relatively larger particle multiplicity
and mass of b jets compared to light flavor quark jets. The th identification is based on the
reconstruction of the hadronic t decay modes t� ! h�nt, h�p0nt, h�p0p0nt, and h�h+h�nt

(plus the charge conjugate reactions), where h± denotes either a charged pion or kaon. More
details about the reconstruction procedures are given in Refs. [10–15].

The 13 TeV data employed for the current study were collected in 2016 and correspond to
an integrated luminosity of up to 35.9 fb�1 [33]. The 7 and 8 TeV data, collected in 2011 and
2012, correspond to integrated luminosities of up to 5.1 and 19.7 fb�1 [34], respectively. The
13 TeV analyses are improved relative to the 7 and 8 TeV studies in that they employ triggers
with higher efficiencies, contain improvements in the reconstruction and background-rejection
methods, and use more precise theory calculations to describe the signal and the background
processes. For the 7, 8 and 13 TeV data, the theoretical calculations of Ref. [35] for Higgs boson
production cross sections and branching fractions are used to normalize the expected signal
yields.

The event samples are divided into exclusive categories depending on the multiplicity and
kinematic properties of reconstructed electrons, muons, th candidates, photons, jets, and tagged
b jets in an event. Samples of simulated events based on Monte Carlo event generators, with
simulation of the detector response based on the GEANT4 [36] suite of programs, are used to
evaluate the detector acceptance and optimize the event selection for each category. In the anal-
ysis of data, the background is, in general, evaluated from data control regions. When this is
not feasible, either because the background process has a very small cross section or a control
region depleted of signal events cannot be identified, the background is evaluated from sim-
ulation with a systematic uncertainty assigned to account for the known model dependence.
Multivariate algorithms [37–41] based on deep neural networks, boosted decision trees, and
matrix element calculations are used to reduce backgrounds.

Phys. Rev. Lett. 120, 231801 (2018)

Significance 5.2σ (4.2σ expected) 

Phys. Lett. B 779 (2017) 283

Phys. Lett. B 780 (2017) 501

http://dx.doi.org/10.1130/PhysRevLett.120.231801
http://dx.doi.org/10.1016/j.physletb.2018.02.004
https://doi.org/10.1016/j.physletb.2018.02.050
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HIGGS PROPERTIES

• Nearing theory-limited territory with just 2016 data
 10

A. Gilbert (CERN)10/4/18

Contributing analyses
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• Total of 250 individual categories (counting signal and control regions) and ~ 5400 
nuisance parameters in the combined fit

ggF VBF VH ttH
H→ZZ→4l ● ● ● ●
H→γγ ● ● ● ●
H→WW ● ● ● ●
H→bb ● ● ●
H→ττ ● ● ●
H→μμ ● ●
H→inv ● ● ●

Analysis Reference

H→ZZ→4l JHEP 11 (2017) 047

H→γγ arXiv:1804.02716

H→WW HIG-16-042

VH→bb PLB 780 (2018) 501

H→ττ PLB 779 (2018) 283

H→μμ  (*) HIG-17-019

Boosted H→bb PRL 120 (2018) 071802

ttH→WW/ZZ/ττ arXiv:1803.05485

ttH→bb (leptonic) HIG-17-026

ttH→bb (hadronic) arXiv:1803.06986

H→invisible  (*) HIG-17-023
(*) included only for specific results

• Analysed all main production and decay modes on 2016 13 TeV dataset (35.9 fb-1):

17

where the total uncertainty has been decomposed into statistical, signal theory systematic, and
other systematic components.

Relaxing the assumption of a common production mode scaling leads to a parametrization
with five production signal strength modifiers: µggH, µVBF, µWH, µZH, and µttH. In this pa-
rameterization, as well as all subsequent parametrizations involving signal strengths or cross
sections, the tH production is assumed to scale like ttH. Conversely, relaxing the common de-
cay mode scaling leads to one with the modifiers: µgg, µZZ, µWW, µtt, and µbb. Results of the
fits in these two models are summarized in Figure 5. The numerical values, including the un-
certainty decomposition into statistical and systematic parts, and the corresponding expected
uncertainties, are given in Table 3.

Parameter value
0 0.5 1 1.5 2 2.5 3 3.5 4

µ

ttH
µ

ZH
µ

WH
µ

VBF
µ

ggH
µ

Preliminary CMS
 (13 TeV)-135.9 fb

Observed
sys.)⊕ (stat.σ1±

 (sys.)σ1±
σ2±

Parameter value
0 0.5 1 1.5 2 2.5

bbµ

ττµ

WWµ

ZZµ

γγµ

Preliminary CMS
 (13 TeV)-135.9 fb

Observed
sys.)⊕ (stat.σ1±

 (sys.)σ1±
σ2±

Figure 5: Summary plot of the fit to the per-production mode (left) and per-decay mode (right)
signal strength modifiers µi. The thick and thin horizontal bars indicate the ±1s and ±2s
uncertainties, respectively. Also shown are the ±1s systematic components of the uncertain-
ties. The last point in the per-production mode summary plot is taken from a separate fit and
indicates the result of the combined overall signal strength µ.

The improvement in the precision of the measurement of the ggH production rate of ⇠50%
(from ⇠20% to ⇠10%) compared to Ref. [28] and ⇠33% (from ⇠15% to ⇠10%) compared to
Ref. [30], can be attributed to the combined effects of an increased ggH production cross section,
and a reduction in the associated theoretical uncertainties. Improvements in the precision for
other production rates compared to Ref. [28] range up to ⇠20% for the VBF and VH production
rates. The uncertainty in the measurement of the ttH production rate is reduced by around
50% compared to Ref. [30]. This is in part due to the increased ttH cross section between 8 and
13 TeV, but also due to the inclusion of additional exclusive event categories that target this
production processes.

The most generic signal strength parametrization has one signal strength parameter for each
production and decay mode combination, µi

f . Given the five production and five decay modes
listed above, this implies a model with 25 parameters of interest. However not all can be ex-
perimentally constrained in this combination. Since there is no dedicated analysis targeting the
WH and ZH production with H ! tt decay, or VBF production with H ! bb decay included
in the combination, these are fixed to the SM expectation and the modifiers are not included in

10Nicholas	Wardle

Production

pSM ~ 50%
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�(i ! H) · BR(H ! f)

�SM (i ! H) · BRSM(H ! f)

Parameter value
0 0.5 1 1.5 2 2.5 3 3.5 4

µ

ttH
µ

ZH
µ

WH
µ

VBF
µ

ggH
µ

Preliminary CMS
 (13 TeV)-135.9 fb

Observed
sys.)⊕ (stat.σ1±

 (sys.)σ1±
σ2±

= 1.23+14
�13

�
+08
�08 stat +12

�10 sys
�

= 1.18+31
�27

�
+16
�16 stat +26

�21 sys
�

Reduction in uncertainties
• ggH reduced by ~33%
• ttH reduced by ~50%

Compared to Run-1 LHC combination.

pSM ~ 9%

33% reduced  
uncertainty wrt LHC Run1

50% reduced  
uncertainty wrt LHC Run1
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MOST PRECISE γ
• Dalitz analysis of decays B− → DK−


– both kaons and pions


– Intervals of D0-D0bar  
strong phase to maximise 
sensitivity

‣ strong phase measured 

by CLEO-c


• Run2 data critical for this measurement
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arxiv:1806.01202
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Figure 11: Two-dimensional 68.3% and 95.5% confidence regions for (�, rB, �B) for the x±,
y± parameters obtained in the fit to 2015 and 2016 data, the fit to Run 1 data, and their
combinations.

The interpretation in terms of the underlying physics parameters is performed on the
combined values of x± and y± and the central values and their 68% (95%) confidence
intervals are

� = 80� +10�

�9�
�
+19�

�18�
�
,

rB = 0.080 +0.011
�0.011

�
+0.022
�0.023

�
,

�B = 110� +10�

�10�
�
+19�

�20�
�
.

The results of the interpretation for both the combined and individual data sets are shown
in Fig. 11, where the projections of the three-dimensional surfaces bounding the one
and two standard deviation volumes on the (�, rB) and (�, �B) planes are shown. The
uncertainty on � is inversely proportional to rB. Therefore the lower central value of rB
in the combined results lead to a larger than naively expected uncertainty on � when
both data sets are used. The contribution of each source of uncertainty are estimated by
performing the combination while taking only subsets of the uncertainties into account. It
is found that the statistical uncertainty on � is 8.5�, the uncertainty due to strong-phase
inputs is 4�, and the uncertainty due to experimental systematic e↵ects is 2�.

9 Conclusions

Approximately 4100 (560) B± ! DK± decays with the D meson decaying to K0
S⇡

+⇡�

(K0
SK

+K�) are selected from data corresponding to an integrated luminosity of 2.0 fb�1

collected with the LHCb detector in 2015 and 2016. These samples are analysed to
determine the CP -violating parameters x± ⌘ rB cos(�B ± �) and y± ⌘ rB sin(�B ± �),
where rB is the ratio of the absolute values of the B+ ! D0K� and B+ ! D0K�

amplitudes, �B is their strong-phase di↵erences, and � is an angle of the Unitarity Triangle.
The analysis is performed in bins of the D-decay Dalitz plot and existing measurements
performed by the CLEO collaboration [18] are used to provide input on the D-decay
strong-phase parameters (ci, si). Such an approach allows the analysis to be free from
model-dependent assumptions on the strong-phase variation across the Dalitz plot. This
paper also gives the combination with the results obtained with an earlier data set,
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• Combination of 16 measurements from LHCb


– 4 updated and 3 new measurements

– 98 observables with 40 free parameters
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B! D(⇤)µ⌫ is the mass of the lepton

• Theoretically clean: ⇠ 2% uncertainty for D⇤ mode

• Ratio R(D(⇤)) = B(B! D(⇤)⌧⌫) / B(B! D(⇤)µ⌫) is sensitive to e.g
charged Higgs, leptoquark

• Current world average for R(D(⇤))in ⇠ 4� tension with Standard Model!
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Standard Model

New Physics

Figure 1: Feynman diagrams in the SM of the B0! K⇤0`+`� decay for the (top left) electroweak
penguin and (top right) box diagram. Possible NP contributions violating LU: (bottom left) a
tree-level diagram mediated by a new gauge boson Z 0 and (bottom right) a tree-level diagram
involving a leptoquark LQ.

bin at 6.0 GeV2
/c

4 is chosen to reduce contamination from the radiative tail of the J/ 

resonance.
The measurement is performed as a double ratio of the branching fractions of the
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where the two channels are also referred to as the “nonresonant” and the “resonant” modes,
respectively. The experimental quantities relevant for the measurement are the yields
and the reconstruction e�ciencies of the four decays entering in the double ratio. Due
to the similarity between the experimental e�ciencies of the nonresonant and resonant
decay modes, many sources of systematic uncertainty are substantially reduced. This
helps to mitigate the significant di↵erences in reconstruction between decays with muons
or electrons in the final state, mostly due to bremsstrahlung emission and the trigger
response. The decay J/ ! `

+
`
� is measured to be consistent with LU [24]. In order to

avoid experimental biases, a blind analysis was performed. The measurement is corrected
for final-state radiation (FSR). Recent SM predictions for RK⇤0 in the two q

2 regions are
reported in table 1. Note that possible uncertainties related to QED corrections are only
included in Ref. [26], and these are found to be at the percent level. The RK⇤0 ratio is
smaller than unity in the low-q2 region due to phase-space e↵ects.

The remainder of this paper is organised as follows: section 2 describes the LHCb
detector, as well as the data and the simulation samples used; the experimental challenges
in studying electrons as compared to muons are discussed in section 3; section 4 details

2
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ANOMALIES AT TREE LEVEL

• Extending study of tree-level anomalies to Bc sector with J/psi
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value, we obtain RðJ/ψÞ ¼ 0.71 $ 0.17ðstatÞ. The signifi-
cance of the signal determined from a likelihood scan
procedure and corrected for the systematic uncertainty is
found to be 3 standard deviations.
Systematic uncertainties on RðJ/ψÞ are listed in Table I.

The effect of the limited size of the toy simulated data on
the template shapes is determined using the procedure of
Refs. [37,38]. In the nominal fit, the Bþ

c → J/ψ form factor
parameters, except for the scalar form factor that primarily
affects the semitauonic mode, are fixed to the values
obtained from a fit to a subset of the data enriched in
the normalization mode. To assess the effect onRðJ/ψÞ due
to this procedure, an alternative fit is performed with the
form factor parameters allowed to vary, and the difference
in quadrature of the uncertainties is assigned as a systematic
uncertainty. The effect due to the Bþ

c → ψð2SÞ form factors
is evaluated by comparing fits using two different theo-
retical models for this template [18,31].
The systematic uncertainty of the bias correction is

calculated from the difference in bias between fits to the
simulated data based on a set of realistic parametrized
distributions and corresponding fits based on KDE versions
of these distributions. The effect of the placement of the bin
thresholds in the quantity Z is determined by varying the
boundaries of the thresholds in E&

μ and q2and by reducing
the number of bins in the fit. The data-driven method
employed to determine the mis-ID background is repeated
with an alternative approach for modeling the effect of
misreconstructed tracks within the mis-ID control sample
(rejected from the nominal sample by muon PID require-
ments). The fit procedure is repeated with templates derived
from this alternative method, and an uncertainty is assigned
using half the difference between the resulting central value
of RðJ/ψÞ and the nominal value. The systematic uncer-
tainty due to the combinatorial background model is
determined by varying the linear correction made to its
J/ψμþ mass distribution described above, within its
bounds. The uncertainty due to the combinatorial back-
ground in the J/ψ peak region is determined by varying the
normalization of this component within the range deter-
mined from the alternative fit to the invariant-mass dis-
tribution of J/ψ candidates.
The systematic uncertainty due to the contribution of the

process Bþ
c → J/ψHcX, which is poorly resolved by the fit,

is determined by fixing the yield relative to the normali-
zation to that expected from the estimated branching
fraction for these decays [29,34]. The effect of fixing the
contribution of the semitauonic decay Bþ

c → ψð2SÞτþ νμ is
determined by varyingR½ψð2SÞ( by $ 50% of the predicted
value. The background from the feed-down decays Bþ

c →
Xð3872Þμþ νμ with the principal decay chains Xð3872Þ →
J/ψπþ π− and Xð3872Þ → J/ψγ is kinematically similar to
the background from Bþ

c → ψð2SÞτþ νμ. An approximate
bound on the number of Xð3872Þ candidates in the sample
is obtained from the invariant mass distribution of J/ψπþ π−

combinations in the sample. This bound is found to be less
than the uncertainty in the ψð2SÞ yield, and, thus, no
additional uncertainty is assigned. In general, the effect of
charmonium states above the open-charm threshold, which
have large total width, are negligible as a result of their
small decay rate to final states containing J/ψ . The
uncertainty due to the small contribution of semitauonic
decays involving χc states is assessed by assuming that the
entire yield for this mode is absorbed in the signal mode
and is summed in quadrature with that from the ψð2SÞ feed-
down mode.
The systematic uncertainty due to the weighting of the

simulation distributions of event parameters (the track
multiplicity and the separation significances of the J/ψ
and of the unpaired muon) is determined by varying the
criteria for the definition of the subset of the data sample
enriched in the normalization mode used in the weighting
procedure and employing alternative methods to account
for the misidentified muon candidates in the sample. The
uncertainty in the efficiency ratio measured in simulation is
propagated to RðJ/ψÞ and is dominated by the statistical
uncertainty of the simulation sample.
In summary, the decay Bþ

c → J/ψτþ ντ is studied using
data corresponding to 3 fb−1 recorded with the LHCb
detector during 2011 and 2012, leading to the first
measurement of the ratio of branching fractions

RðJ/ψÞ ¼ BðBþ
c → J/ψτþ ντÞ

BðBþ
c → J/ψμþ νμÞ

¼ 0.71 $ 0.17ðstatÞ $ 0.18ðsystÞ: ð3Þ

This result lies within 2 standard deviations of the range of
central values currently predicted by the standard model,
0.25–0.28.

TABLE I. Systematic uncertainties in the determination of
RðJ/ψÞ.

Source of uncertainty Size (×10−2)

Finite simulation size 8.0
Bþ
c → J/ψ form factors 12.1

Bþ
c → ψð2SÞ form factors 3.2

Fit bias correction 5.4
Z binning strategy 5.6
Mis-ID background strategy 5.6
combinatorial background cocktail 4.5
combinatorial J/ψ background scaling 0.9
Bþ
c → J/ψHcX contribution 3.6

ψð2SÞ and χc feed-down 0.9
Weighting of simulation samples 1.6
Efficiency ratio 0.6
Bðτþ → μþ νμν̄τÞ 0.2
Systematic uncertainty 17.7
Statistical uncertainty 17.3
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SM prediction: 0.25-0.28the mis-ID background. A data-driven approach is used to
construct templates for this background component. A
sample of J/ψhþ candidates, where hþ stands for a charged
hadron, is selected following similar criteria to those of the
signal sample but with the hþ failing the muon identi-
fication criteria. This control sample is enriched in various
hadron species (primarily, pions, kaons, and protons) and
electrons. Using several high-purity control samples of
identified hadrons, weights are computed that represent the
probability that a hadron with particular kinematic proper-
ties would pass the muon criteria. These weights are
applied to the J/ψhþ sample to generate binned templates
representing these background components. The normali-
zation of each of these components is allowed to vary in the
fit to the data.
A binned maximum likelihood fit is performed using the

templates representing the various components. The num-
ber of candidates from each component, with the exception
of the combinatorial J/ψ background, are allowed to vary in
the fit, as are the shape parameters corresponding to the Bþ

c
lifetime and the A0ðq2Þ form factor. The contributions
of the feed-down processes involving the decays of
higher-mass charmonium states Bþ

c → ψð2SÞμþνμ, Bþ
c →

χcð0;1;2Þð1PÞμþνμ are allowed to vary in the fit, whereas the
ratio of the branching fractions R½ψð2SÞ% ¼ B½Bþ

c →
ψð2SÞτþντ%/B½Bþ

c → ψð2SÞμþνμ% is fixed to the predicted
SM value of 8.5% [18]. This is later varied for the
evaluation of a systematic uncertainty.
Extensive studies of the fit procedure are carried out to

identify potential sources of bias in the fit. Simulated signal
is added to the data histograms, and the resulting changes in
the value of RðJ/ψÞ from the fit are found to be consistent
with the injected signal increments. The procedure is also
applied to the mis-ID background, which shows no bias in
the fitted number of events as a function of injected events.
Another important consideration for this measurement is
the disparate properties of the various templates. Some
templates are populated in all kinematically allowed
bins, such as the mis-ID background that is derived from
large data samples. Others are sparsely populated and
contain empty bins, e.g., for modes with low efficiency
and yields that are obtained from simulated events.
Pseudoexperiments with template compositions similar
to those in this analysis reveal a possible bias of the fit
results. Hence, the binning scheme for this analysis is
chosen to minimize the number of empty bins in the
sparsely populated templates, while retaining the discrimi-
nating power of the distributions. Kernel density estimation
(KDE) [36] is used to derive continuous distributions
representative of the nominal fit templates. Simulated
pseudoexperiments using histogram templates sampled
from these continuous distributions are then used to
evaluate any remaining bias that results. Based on these
studies, a Bayesian procedure is implemented for cor-
recting the raw RðJ/ψÞ value after unblinding.

The results of the fit are presented in Fig. 1 showing the
projections of the nominal fit result onto the quantities
m2

miss, decay time, and Z. The fit yields 1400 ' 300 signal
and 19140 ' 340 normalization decays, where the errors
are statistical and correlated. Accounting for the τþ →
μþνμν̄τ branching fraction and the ratio of efficiencies
[ð52.4 ' 0.4Þ%] gives an uncorrected value of 0.79 for
RðJ/ψÞ. Correcting for the mean expected bias at this
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evaluation of a systematic uncertainty.
Extensive studies of the fit procedure are carried out to

identify potential sources of bias in the fit. Simulated signal
is added to the data histograms, and the resulting changes in
the value of RðJ/ψÞ from the fit are found to be consistent
with the injected signal increments. The procedure is also
applied to the mis-ID background, which shows no bias in
the fitted number of events as a function of injected events.
Another important consideration for this measurement is
the disparate properties of the various templates. Some
templates are populated in all kinematically allowed
bins, such as the mis-ID background that is derived from
large data samples. Others are sparsely populated and
contain empty bins, e.g., for modes with low efficiency
and yields that are obtained from simulated events.
Pseudoexperiments with template compositions similar
to those in this analysis reveal a possible bias of the fit
results. Hence, the binning scheme for this analysis is
chosen to minimize the number of empty bins in the
sparsely populated templates, while retaining the discrimi-
nating power of the distributions. Kernel density estimation
(KDE) [36] is used to derive continuous distributions
representative of the nominal fit templates. Simulated
pseudoexperiments using histogram templates sampled
from these continuous distributions are then used to
evaluate any remaining bias that results. Based on these
studies, a Bayesian procedure is implemented for cor-
recting the raw RðJ/ψÞ value after unblinding.

The results of the fit are presented in Fig. 1 showing the
projections of the nominal fit result onto the quantities
m2

miss, decay time, and Z. The fit yields 1400 ' 300 signal
and 19140 ' 340 normalization decays, where the errors
are statistical and correlated. Accounting for the τþ →
μþνμν̄τ branching fraction and the ratio of efficiencies
[ð52.4 ' 0.4Þ%] gives an uncorrected value of 0.79 for
RðJ/ψÞ. Correcting for the mean expected bias at this

5 0 5 10

 )4
/c2

C
an

di
da

te
s 

/ (
 0

.6
 G

eV

1000

2000

3000

4000

5000

]4/c2 [GeVmiss
2m

5 0 5 10

Pu
lls

5
0
5

LHCb

0.5 1 1.5 2

C
an

di
da

te
s 

/ (
 0

.3
76

 p
s 

)

2000

4000

6000

8000

10000

12000

14000

16000

decay time [ps]
0.5 1 1.5 2

Pu
lls

5
0
5

LHCb

0 1 2 3 4 5 6 7
C

an
di

da
te

s 
pe

r b
in

1000

2000

3000

4000

5000

6000

7000

8000

)*

µ,E2Z(q
0 1 2 3 4 5 6 7

Pu
lls

5
0
5

LHCb

Data µ
+µ J/+

cB
Mis-ID bkg.  comb. bkg.µ+J/

 comb. bkg.J/ +
cH J/+

cB

l
+l(1P)

c
+
cB l

+l(2S)+
cB

+ J/+
cB

FIG. 1. Distributions of (top) m2
miss, (middle) decay time, and

(bottom) Z of the signal data overlaid with projections of the fit
model with all normalization and shape parameters at their best-
fit values. Below each panel, differences between the data and fit
are shown, normalized by the Poisson uncertainty in the data; the
dashed lines are at the values ' 2.

PHYSICAL REVIEW LETTERS 120, 121801 (2018)

121801-4

value, we obtain RðJ/ψÞ ¼ 0.71 $ 0.17ðstatÞ. The signifi-
cance of the signal determined from a likelihood scan
procedure and corrected for the systematic uncertainty is
found to be 3 standard deviations.
Systematic uncertainties on RðJ/ψÞ are listed in Table I.

The effect of the limited size of the toy simulated data on
the template shapes is determined using the procedure of
Refs. [37,38]. In the nominal fit, the Bþ

c → J/ψ form factor
parameters, except for the scalar form factor that primarily
affects the semitauonic mode, are fixed to the values
obtained from a fit to a subset of the data enriched in
the normalization mode. To assess the effect onRðJ/ψÞ due
to this procedure, an alternative fit is performed with the
form factor parameters allowed to vary, and the difference
in quadrature of the uncertainties is assigned as a systematic
uncertainty. The effect due to the Bþ

c → ψð2SÞ form factors
is evaluated by comparing fits using two different theo-
retical models for this template [18,31].
The systematic uncertainty of the bias correction is

calculated from the difference in bias between fits to the
simulated data based on a set of realistic parametrized
distributions and corresponding fits based on KDE versions
of these distributions. The effect of the placement of the bin
thresholds in the quantity Z is determined by varying the
boundaries of the thresholds in E&

μ and q2and by reducing
the number of bins in the fit. The data-driven method
employed to determine the mis-ID background is repeated
with an alternative approach for modeling the effect of
misreconstructed tracks within the mis-ID control sample
(rejected from the nominal sample by muon PID require-
ments). The fit procedure is repeated with templates derived
from this alternative method, and an uncertainty is assigned
using half the difference between the resulting central value
of RðJ/ψÞ and the nominal value. The systematic uncer-
tainty due to the combinatorial background model is
determined by varying the linear correction made to its
J/ψμþ mass distribution described above, within its
bounds. The uncertainty due to the combinatorial back-
ground in the J/ψ peak region is determined by varying the
normalization of this component within the range deter-
mined from the alternative fit to the invariant-mass dis-
tribution of J/ψ candidates.
The systematic uncertainty due to the contribution of the

process Bþ
c → J/ψHcX, which is poorly resolved by the fit,

is determined by fixing the yield relative to the normali-
zation to that expected from the estimated branching
fraction for these decays [29,34]. The effect of fixing the
contribution of the semitauonic decay Bþ

c → ψð2SÞτþ νμ is
determined by varyingR½ψð2SÞ( by $ 50% of the predicted
value. The background from the feed-down decays Bþ

c →
Xð3872Þμþ νμ with the principal decay chains Xð3872Þ →
J/ψπþ π− and Xð3872Þ → J/ψγ is kinematically similar to
the background from Bþ

c → ψð2SÞτþ νμ. An approximate
bound on the number of Xð3872Þ candidates in the sample
is obtained from the invariant mass distribution of J/ψπþ π−

combinations in the sample. This bound is found to be less
than the uncertainty in the ψð2SÞ yield, and, thus, no
additional uncertainty is assigned. In general, the effect of
charmonium states above the open-charm threshold, which
have large total width, are negligible as a result of their
small decay rate to final states containing J/ψ . The
uncertainty due to the small contribution of semitauonic
decays involving χc states is assessed by assuming that the
entire yield for this mode is absorbed in the signal mode
and is summed in quadrature with that from the ψð2SÞ feed-
down mode.
The systematic uncertainty due to the weighting of the

simulation distributions of event parameters (the track
multiplicity and the separation significances of the J/ψ
and of the unpaired muon) is determined by varying the
criteria for the definition of the subset of the data sample
enriched in the normalization mode used in the weighting
procedure and employing alternative methods to account
for the misidentified muon candidates in the sample. The
uncertainty in the efficiency ratio measured in simulation is
propagated to RðJ/ψÞ and is dominated by the statistical
uncertainty of the simulation sample.
In summary, the decay Bþ

c → J/ψτþ ντ is studied using
data corresponding to 3 fb−1 recorded with the LHCb
detector during 2011 and 2012, leading to the first
measurement of the ratio of branching fractions

RðJ/ψÞ ¼ BðBþ
c → J/ψτþ ντÞ

BðBþ
c → J/ψμþ νμÞ

¼ 0.71 $ 0.17ðstatÞ $ 0.18ðsystÞ: ð3Þ

This result lies within 2 standard deviations of the range of
central values currently predicted by the standard model,
0.25–0.28.

TABLE I. Systematic uncertainties in the determination of
RðJ/ψÞ.

Source of uncertainty Size (×10−2)

Finite simulation size 8.0
Bþ
c → J/ψ form factors 12.1

Bþ
c → ψð2SÞ form factors 3.2

Fit bias correction 5.4
Z binning strategy 5.6
Mis-ID background strategy 5.6
combinatorial background cocktail 4.5
combinatorial J/ψ background scaling 0.9
Bþ
c → J/ψHcX contribution 3.6

ψð2SÞ and χc feed-down 0.9
Weighting of simulation samples 1.6
Efficiency ratio 0.6
Bðτþ → μþ νμν̄τÞ 0.2
Systematic uncertainty 17.7
Statistical uncertainty 17.3
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ANOMALIES IN PENGUINS

• Discrepancies in b →sll transitions at BaBar, Belle, and LHCb

– Differential branching fractions


• Analysis with Run2 data underway at LHCb

– challenging precision analysis over multi-year data sample

– Also adding new final states, e.g. Bs → ϕ l+ l−


• Plan to perform measurement at CMS with improved low-momentum 
electron reconstruction

 16

PRL 113 (2014) 151601, JHEP 08 (2017) 055, Run 1 data, 3 fb-1 

https://doi.org/10.1103/PhysRevLett.113.151601
https://doi.org/10.1007/JHEP08(2017)055


Shahram Rahatlou, Roma Sapienza & INFN

ANOMALIES IN ANGULAR DISTRIBUTIONS

• Some discrepancy observed also in angular distributions

– Not as compelling as in rates

– Very large uncertainties 

– requires full Run2 statistics


• Dedicated triggers in CMS 
in 2017 to increase statistics 
for analysis at end of Run2
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6 4 Analysis method
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Figure 1: Illustration of the angular variables q` (left), qK (middle), and j (right) for the decay
B0 ! K⇤0(K+p�)µ+µ�.

components, the angular distribution of B0 ! K⇤0µ+µ� decays can be written as [25]:
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where FL denotes the longitudinal polarization fraction of the K⇤0. This expression is an exact207

simplification of the full angular distribution, obtained by folding the j and q` angles about208

zero and p/2, respectively. Specifically, if j < 0, then j ! �j, and the new j domain is [0, p].209

If q` > p/2, then q` ! p � q`, and the new q` domain is [0, p/2]. We use this simplified version210

of the expression because of difficulties in the fit convergence with the full angular distribution211

due to the limited size of the data sample. This simplification exploits the odd symmetry of the212

angular variables with respect to j = 0 and q` = p/2 in such a manner that the cancellation213

around these angular values is exact. This cancellation remains approximately valid even after214

accounting for the experimental acceptance because the efficiency is symmetric with respect to215

the folding angles.216

For each q
2 bin, the observables of interest are extracted from an unbinned extended maximum-

likelihood fit to four variables: the K+p�µ+µ� invariant mass m and the three angular vari-
ables q`, qK, and j. The unnormalized probability density function (pdf) in each q

2 bin has the
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Table 2
The measured signal yields, which include both correctly tagged and mistagged events, the P1 and P ′

5 values, and the correlation coefficients, in bins of q2, for B0 →
K∗0µ+µ− decays. The first uncertainty is statistical and the second is systematic. The bin ranges are selected to allow comparison with previous measurements.

q2 (GeV2) Signal yield P1 P ′
5 Correlations

1.00–2.00 80 ± 12 +0.12 +0.46
− 0.47 ± 0.10 +0.10 +0.32

− 0.31 ± 0.07 − 0.0526

2.00–4.30 145 ± 16 − 0.69 +0.58
− 0.27 ± 0.23 − 0.57 +0.34

− 0.31 ± 0.18 − 0.0452

4.30–6.00 119 ± 14 +0.53 +0.24
− 0.33 ± 0.19 − 0.96 +0.22

− 0.21 ± 0.25 +0.4715

6.00–8.68 247 ± 21 − 0.47 +0.27
− 0.23 ± 0.15 − 0.64 +0.15

− 0.19 ± 0.13 +0.0761

10.09–12.86 354 ± 23 − 0.53 +0.20
− 0.14 ± 0.15 − 0.69 +0.11

− 0.14 ± 0.13 +0.6077

14.18–16.00 213 ± 17 − 0.33 +0.24
− 0.23 ± 0.20 − 0.66 +0.13

− 0.20 ± 0.18 +0.4188

16.00–19.00 239 ± 19 − 0.53 ± 0.19 ± 0.16 − 0.56 ± 0.12 ± 0.07 +0.4621

Fig. 3. CMS measurements of the (left) P1 and (right) P ′
5 angular parameters versus q2 for B0 → K∗0µ+µ− decays, in comparison to results from the LHCb [33] and Belle [34]

Collaborations. The statistical uncertainties are shown by the inner vertical bars, while the outer vertical bars give the total uncertainties. The horizontal bars show the bin 
widths. The vertical shaded regions correspond to the J/ψ and ψ ′ resonances. The hatched region shows the prediction from SM calculations described in the text, averaged 
over each q2 bin.

the four Gaussian terms to vary at a time. The maximum change 
in P1 and P ′

5 for either of the two control channels is taken as the 
systematic uncertainty for all q2 bins.

The q2 bin just below the J/ψ (ψ ′) control region, and the q2

bin just above, may be contaminated with B0 → J/ψK∗0 (B0 →
ψ ′K∗0) “feed-through” events that are not removed by the selec-
tion procedure. A special fit in these two bins is performed, in 
which an additional background term is added to the pdf. This 
background distribution is obtained from simulated B0 → J/ψK∗0

(B0 → ψ ′K∗0) events, with the background yield as a fitted param-
eter. The resulting changes in P1 and P ′

5 are used as estimates of 
the systematic uncertainty associated with this contribution.

To properly propagate the uncertainty associated with the val-
ues of FL, FS, and AS, taking into account possible correlations, 
10 pseudo-experiments per q2 bin are generated using the pdf pa-
rameters determined from the fit to data. The number of events 
in these pseudo-experiments is 100 times that of the data. The 
pseudo-experiments are then fit twice, once with the same pro-
cedure as for the data and once with P1, P ′

5, A5
S , FL, FS, and AS

allowed to vary. The average ratio ρ of the statistical uncertain-
ties in P1 and P ′

5 from the first fit to that in the second fit is 
used to compute this systematic uncertainty, which is proportional 
to the confidence interval determined from the Feldman–Cousins 
method through the coefficient 

√
ρ2 − 1. The stability of ρ as a 

function of the number of events of the pseudo-experiments is 
also verified. As cross-checks of our procedure concerning the fixed 
value of FL, we fit the two control regions either fixing FL or 
allowing it to vary, and find that the values of P1 and P ′

5 are 
essentially unaffected, obtaining the same value of FL as in our 
previous study [31]. Moreover, we refit all the q2 bins using only 
the P-wave contribution for the decay rate in Eq. (1) and leaving 

all three parameters, P1, P ′
5, and FL, free to vary. The differences 

in the measured values of P1 and P ′
5 are within the systematic 

uncertainty quoted for the FL, FS, and AS uncertainty propagation.
The effects of angular resolution on the reconstructed values of 

θK and θℓ are estimated by performing two fits on the same set of 
simulated events. One fit uses the true values of the angular vari-
ables and the other fit their reconstructed values. The difference in 
the fitted parameters between the two fits is taken as an estimate 
of the systematic uncertainty.

The systematic uncertainties are determined for each q2 bin, 
with the total systematic uncertainty obtained by adding the indi-
vidual contributions in quadrature.

As a note for future possible global fits of our P1 and P ′
5

data, the systematic uncertainties associated with the efficiency, 
Kπ mistagging, B0 mass distribution, and angular resolution can 
be assumed to be fully correlated bin-by-bin, while the remaining 
uncertainties can be assumed to be uncorrelated.

6. Results

The events are fit in seven q2 bins from 1 to 19 GeV2, yielding 
1397 signal and 1794 background events in total. As an example, 
distributions for two of these bins, along with the fit projections, 
are shown in Fig. 2. The fitted values of the signal yields, P1, 
and P ′

5 are given in Table 2 for the seven q2 bins. The results 
for P1 and P ′

5 are shown in Fig. 3, along with those from the 
LHCb [33] and Belle [34] experiments. The fitted values of A5

S vary 
from − 0.052 to +0.057.

A SM prediction, denoted SM-DHMV, is available for compari-
son with the measured angular parameters. The SM-DHMV result, 
derived from Refs. [18,25], updates the calculations from Ref. [52]

LHCb (Run1): PLB 781, 571 (2018) 

CMS (2012 data): PLB 781, 571 (2018)  
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TACKLING ANOMALIES AT HIGH MASS
• Tree-level explanation of B anomalies with preferred coupling to 2nd 

and 3rd generations

– Pair- and single-production of leptoquarks

– Also with DM candidate emission
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Figure 2: Distributions of
M

T2 showing data, the background predictions, and a hypothetical

LQ
V signal with LQ mass of 1500 GeV decaying with 100% branching fraction to tnt . The cross

section used for the LQ
V signal assumes k =

1, and the signal is stacked on top of the back-

ground predictions. The black points show the observed data, with the statistical uncertainties

represented by the vertical bars, and the bin widths represented by the horizontal bars. The

rightmost bin in each plot also includes events with larger values of
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T2 . The hatched band

shows the uncertainty in the background prediction including both statistical and systematic

components. The lower pane of each plot shows the ratio of observed data over predicted
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Figure 1: Post-fit distributions for M recLQ (category A, left) and
ST (category B, right) after ap-

plying the full selection and estimating the
tt̄+ DY+jets background contribution from data

in category B. All backgrounds are normalised according to the post-fit nuisance parameters

based on the corresponding SM cross sections. In the upper parts the dashed areas correspond

to the total uncertainty. In the lower parts, the dark grey and light grey bands indicate the

statistical and the total uncertainty, respectively.
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Figure 2: Observed upper limits on the production cross section for pair production of LQs

decaying into a top quark and a muon or a t lepton (left) and LQs decaying into a top quark

and a muon or into a b quark and a neutrino (right) at 95% CL in the M
LQ �B(LQ ! tµ) plane.

The solid and dashed lines show the observed and expected mass exclusion limits while the

dotted lines indicate the 68% CL region of the expected mass exclusion limit. The mass limit is

derived by using the prediction for the LQ signal calculated at NLO [31].
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Figure 1: Post-fit distributions for M
rec
LQ

(category A, left) and ST
(category B, right) after ap-

plying the full selection and estimating the tt̄+
DY+jets background contribution from data

in category B. All backgrounds are normalised according to the post-fit nuisance parameters

based on the corresponding SM cross sections. In the upper parts the dashed areas correspond

to the total uncertainty. In the lower parts, the dark grey and light grey bands indicate the

statistical and the total uncertainty, respectively.
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Figure 2: Observed upper limits on the production cross section for pair production of LQs

decaying into a top quark and a muon or a t lepton (left) and LQs decaying into a top quark

and a muon or into a b quark and a neutrino (right) at 95% CL in the MLQ
�B(LQ ! tµ) plane.

The solid and dashed lines show the observed and expected mass exclusion limits while the

dotted lines indicate the 68% CL region of the expected mass exclusion limit. The mass limit is

derived by using the prediction for the LQ signal calculated at NLO [31].
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Figure 1: Example Feynman diagram for the signal process considered in this study, where
g is a gluon, LQ a leptoquark, DM a dark matter particle, and X a new Dirac fermion. The
superscript “*” indicates an off-shell particle.

the invariant mass mµj distribution of the high-pT muon and jet. This peak provides a novel48

signature in the search for DM. In contrast, the signature for DM in the generic searches is a49

mere enhancement in the tail of the ~pmiss
T distribution.50

Following the choices of Ref. [12], the DM particle is assumed to be a Majorana fermion with51

the gauge group structure (1,1,0), where the first and second numbers in the parentheses indi-52

cate the color SU(3)C and weak isospin SU(2)L multiplet dimension, respectively, and the third53

number is the weak hypercharge Y. We use the convention Q = T3 +Y/2 for the electric charge54

Q of the particle, with T3 the third component of weak isospin. The corresponding assignments55

for both the X and M particles are (3,2,7/3).56

The principal SM backgrounds in this search arise from events with a W boson and jets (W+jets)57

or with a top quark-antiquark (tt) pair: in both cases, the leptonic decay of a W boson can yield58

a high pT muon and neutrino, where this latter particle can lead to significant ~pmiss
T . Events59

with SM single top quark or diboson (WW, WZ, and ZZ) production similarly can enter the60

background, although at a smaller level. Other smaller sources of SM background arise from61

QCD events, namely events with a multijet final state produced exclusively through the strong62

interaction, and from events with a Z boson and jets (Z+jets). A QCD event can enter the63

background if a muon and a neutrino are produced through the semileptonic decay of a quark,64

or if a jet is erroneously identified as a muon in conjunction with spurious p
miss
T arising from65

the mismeasurement of jet pT. Events with Z+jets production can enter the background if one66

of the leptons in Z ! µ+µ� decays is not reconstructed or lies outside the acceptance of the67

analysis, leading to ~pmiss
T , or if ~pmiss

T arises because of a misreconstructed jet.68

2 The CMS detector and trigger69

The central feature of the CMS detector is a superconducting solenoid of 6 m internal diameter,70

providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip71

inner tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator72
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Figure 4: Observed upper limits at 95% CL on the product of cross section and branching frac-
tion, for the signal model of Fig. 1. The hatched (blue) band represents the region where the
dark matter relic density requirement can be satisfied within 3 standard deviations (s), includ-
ing the APV bounds. The solid and dashed (black) curves show the observed and expected
95% CL exclusion curves.

model particles. The study is performed by searching for a peak in the leptoquark candidate312

invariant mass mµj distribution formed from the highest pT muon and jet in an event, after313

requiring significant missing transverse momentum as is expected from the presence of DM.314

The search for a peak in mµj provides a novel means to search for DM at the LHC. The data315

are observed to agree with the standard model predictions within the uncertainties. Upper316

limits on the product of cross section and branching fraction, divided by the theoretical cross317

section, are determined at 95% confidence level as a function of the leptoquark and dark matter318

particle masses. Leptoquarks with masses up to 1160 GeV are excluded for dark matter mass319

mDM ⇡ 300 GeV, and up to 1000 GeV for mDM ⇡ 425 GeV.320
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LIGHT Z’ BOSON
• Search for new gauge boson below the Z mass 


– New ideas taking advantage of 2017 data
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Figure 2: Distribution of the reconstructed four-muon invariant mass and a comparison to the
predicted qq/gg ! 4µ background. Different Z0 signal hypotheses are also shown.
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LIFETIME OF Ω0C
• Measurement of Ω0c lifetime with respect to well measured D+ lifetime


– copious reference sample

– measurement with

– Critical role of particle identification 


• Measurement 4 times larger than PDG average

– 69 ±12 fs

– dominated by FOCUS experiment
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Figure 1: Invariant-mass distributions for (left) D+ candidates in B ! D+µ�⌫µX decays and
(right) ⌦0

c candidates in ⌦�
b

! ⌦0
cµ

�⌫µX decays. The results of the fits, as described in the
text, are overlaid.

and ⌦
0
c
decay-vertex fits, and �

2
IP, p, pT, and a PID response variable for each final-state

hadron. The BDT is trained using simulated ⌦
�
b

! ⌦
0
c
µ
�
⌫µX decays for the signal,

while background is taken from the ⌦
0
c
mass sidebands, 30 < |m(pK�

K
�
⇡
+)�m⌦0

c
| <

50MeV/c2, where m⌦0
c
is the known ⌦

0
c
mass [13]. The requirement on the BDT response is

determined by optimizing the figure of merit S/
p
S +B, where S and B are the expected

signal and background yields within a ±15MeV/c2 mass region centered on the mass peak,
respectively. The optimal BDT requirement provides a signal (background) e�ciency of
78% (16%).

The D
+
µ
� candidates, used for normalization, are formed by combining

D
+ ! K

�
⇡
+
⇡
+ and µ

� candidates. The selections are identical to those discussed above,
except the mass window is centered on the known D

+ mass and the BDT requirement is
eliminated. Only 10% of the D

+
µ
� data, selected at random, are used in the analysis,

since the full sample is much larger than needed for this measurement.
The invariant-mass distributions for the selected ⌦

0
c
and D

+ candidates in the two
Hcµ

� final states are shown in Fig. 1. Both distributions are fitted using the sum of a
signal component, defined as the sum of two Gaussian functions with a common mean,
and an exponential shape to represent the combinatorial background. From a binned
maximum-likelihood fit, the fitted ⌦

0
c
µ
� and D

+
µ
� yields are 978±60 and (809±1)⇥103,

respectively. The number of ⌦0
c
signal decays is at least an order of magnitude larger

than any previous sample used for an ⌦
0
c
lifetime measurement.

The decay time of each Hc candidate is determined from the positions of the Hb and Hc

decay vertices, and the measured Hc momentum. The background-subtracted decay-time
spectra are obtained using the sPlot technique [34], where the measured Hc mass is used as
the discriminating variable. The uncertainties in the bin-by-bin signal yields reflect both
the finite signal yield and the statistical uncertainty due to the background subtraction.

Potential backgrounds from (i) random Hcµ
� combinations, (ii) Hb ! Hc⌧

�
⌫⌧ ,

⌧
� ! µ

�
⌫⌧⌫µ decays, and (iii) Hb ! HcD, D ! µ

�
X, where D represents a D

�
s
,

3
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Figure 2: Decay-time spectra for (left) D+ signal in B ! D+µ�X events and (right) ⌦0
c signal

in ⌦�
b
! ⌦0

cµ
�X events. Overlaid are the fit results, as described in the text, along with the

uncertainties due to finite simulated sample sizes.

D
� or D0 meson, could lead to a bias on the lifetime, since the muon is not produced

directly at the Hb decay vertex. These backgrounds have been investigated and constitute
a small fraction of the observed signal, about 3% in total, and have decay-time spectra
that are similar to the true Hcµ

�
⌫µ final state due to the �

2 requirements on the Hb

vertex fit. Moreover, these backgrounds a↵ect the signal and the normalization mode
similarly, thus leading to at least a partial cancellation of any bias. Contamination in the
⌦

�
b
! ⌦

0
c
µ
�
⌫µX sample from misidentified four-body D

0 final states in B ! D
0
µ
�
⌫µX

decays has been investigated, and none are found to peak in the ⌦
0
c
signal region.

The decay-time spectra for the ⌦
0
c
and D

+ signals are shown in Fig. 2, along with
the results of the fits described below. The decrease in the signal yield as the decay time
approaches zero is mainly due to the e↵ects of the Hc decay-time resolution, which is in
the range of 85� 100 fs, and the z(Hc)� z(Hcµ

�) > �0.05 mm requirement.
The decay-time signal model, S(trec), takes the form

S(trec) = f(trec)g(trec)�(trec). (3)

Here, f(trec) is a signal template of reconstructed decay times, obtained from the full
LHCb simulation, after all selections have been applied as in the data. The signal
template is multiplied by g(trec) = exp(�trec/⌧

Hc
fit )/ exp(�trec/⌧

Hc
sim), where ⌧

D
+

sim = 1040 fs

and ⌧
⌦

0
c

sim = 250 fs are the lifetimes used in the simulation, and ⌧
Hc
fit is the signal lifetime to

be fitted. The function �(trec) is a correction that accounts for a small di↵erence in the
e�ciency between data and simulation for reconstructing tracks in the vertex detector
that originate far from the beamline [35].

Given the precise knowledge of the D
+ meson lifetime (1040± 7 fs) [13], the D

+
µ
�

sample is used to calibrate �(trec) and validate the fit. The signal template is obtained from
simulated B ! D

+
µ
�
⌫µX decays, where contributions from B ! D

+
⌧
�
⌫⌧X decays are

included. The function �(trec) is obtained by taking the ratio between the D
+ decay-time

spectrum in data (obtained via the sPlot technique) and that obtained from simulation.
The ratio shows a linear dependence, and a fit to the function �(trec) = 1 + �0trec yields
�0 = (�0.89±0.32)⇥10�2 ps�1. If the �(trec) function is excluded from the fit, ⌧D

+

fit is 10 fs

4

Table 1: Summary of systematic uncertainties on the lifetime ratio, r⌦0
c
, in units of 10�4.

Source r⌦0
c

(10�4)

Decay-time acceptance 13
⌦

�
b
prod. spectrum 3

⌦
�
b
lifetime 4

Decay-time resolution 3
Background subtraction 18
Hc(⌧�, D), random µ

� 8
Simulated sample size 98
Total systematic 101
Statistical uncertainty 230

The method for background subtraction uses the sPlot technique, which has some
dependence on the choice of signal and background functions. To assess a potential
systematic e↵ect, the decay-time spectra are obtained using a sideband subtraction of the
Hc mass spectra for both the signal and the normalization modes. The sideband-subtracted
decay-time spectra are then fitted using the decay-time fit described above. The di↵erence
between this result and the nominal one is assigned as a systematic uncertainty.

The decay-time spectra in both ⌦
0
c
µ
� and D

+
µ
� samples, have small contributions

from random combinations of Hc and µ
� candidates [(0.8± 0.2)% of the signal], as well

as physics backgrounds where the µ
� comes from either a ⌧

� [(1.8± 0.3%)] or a SL D

decay [(0.5± 0.2)%]. From simulation and data control samples, we find that the e↵ective
lifetimes of these backgrounds are within 10% of the true signal lifetime; this is due to the
requirement that the muon candidate must form a good vertex with the Hc candidate.
The impact on the ⌦

0
c
lifetime is evaluated using pseudoexperiments, where mixtures

of these backgrounds (with di↵erent decay-time spectra) and signal decays are formed
and fitted assuming a single lifetime for the sample. The di↵erence in the mean value
of r⌦0

c
between the nominal fit, and that with the backgrounds added is assigned as the

systematic uncertainty.
The systematic uncertainty due to the finite size of the simulated samples is assessed

by repeating the fit to the data many times, where in each fit the simulated-template
bin contents are fluctuated within their uncertainties. The standard deviation of the
distribution of the fitted r⌦0

c
values is assigned as a systematic uncertainty.

In summary, we use pp collision data samples at 7TeV and 8TeV center of mass
energies, corresponding to 3.0 fb�1 of integrated luminosity, to measure the lifetime of the
⌦

0
c
baryon. The measured ratio of lifetimes and absolute ⌦

0
c
lifetime are

⌧⌦0
c

⌧D+
= 0.258± 0.023± 0.010

⌧⌦0
c
= 268± 24± 10± 2 fs,

where the first uncertainty is statistical, the second is systematic, and the third is due to
the uncertainty in the D

+ lifetime [13]. The measured ⌦
0
c
lifetime is about four times

larger than, and inconsistent with, the world average value of 69± 12 fs [13].
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DARK PHOTON

• Kinetic mixing of Dark Photon and a virtual photon


• Clean experimental signature

– Prompt bump or displaced di-muon pair 


• Great potential with data collected in 2017

– dedicated low-mass triggers for increased sample

– Addition of di-electron final state
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PRL 120, 061801 (2018) 
Run1 1.6 fb-1

Federico Leo Redi | École polytechnique fédérale de Lausanne |

Search for Dark Photons / Results

!13

• The 2016 dimuon results are consistent with (better than) predictions for prompt (long-lived) dark 
photons as discussed in [1603.08926]. We implemented huge improvements in the 2017 triggers 
for low masses, so plan quick turn around on 2017 dimuon search - then onto electrons.

Dark Photons LHCb-PAPER-2017-038

Ilten, Soreq, Thaler, MW, Xue [1603.08926] 
scaled to 2016 data sample LUMI & trigger

The 2016 dimuon results are consistent with (better than) our predictions for prompt 
(long-lived) dark photons. We implemented huge improvements in the 2017 triggers for 
low masses, so plan quick turn around on 2017 dimuon search — then onto electrons.
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Proves LHCb has unique potential to search for A’ using muons. Assuming we can make 
electrons work, we can cover all of the remaining low-mass parameter space (eventually).
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Interaction of Zd with SM fermions is similar to Z/ɣ (x-sec suppressed by ϵ2)

Assuming Zd decays only to SM, its width (lifetime) depends on ϵ


• Prompt regime : ϵ > 10-3

• Displaced regime : ϵ < 10-4   … O(1mm) cτ for sub-GeV dark photons

Salient Features

Dark Photon Search at LHCb

XSU(3)xSU(2)xU(1)

Standard Model U(1)Y U(1)D GD

Dark Sector

Higgsed:  WD, hD, …

`

OR

Confined: !D, "D, …

Figure 1: We consider a dark sector with non-Abelian gauge group GD, which is Higgsed
or confined at O(MeV − 10 GeV). We assume that GD contains a Higgsed Abelian factor
U(1)D, so that the dark sector interacts with Standard Model matter through kinetic mixing
of hypercharge with the U(1)D gauge boson A′, of mass in the same range. Either the Higgsed
or confined phases of GD necessarily include new states that can be produced through A′

interactions.

undiscovered in data collected by BaBar, BELLE, CLEO-c and KLOE. Reconstructing new
resonances in these events would reveal the dynamics of the dark sector.

Evidence for a low-mass dark sector is emerging from a surprising source: accumulating
hints from terrestrial and satellite dark matter experiments indicate that dark matter is not
an afterthought of the Standard Model’s hierarchy problem, but instead has rich dynamics of
its own. The local electron/positron excesses reported by HEAT [1], PAMELA [2, 3], PPB-
BETS [4], ATIC [5], and others [6, 7] are suggestive of weak-scale dark matter interacting
with a new light boson, for which the U(1)D is a natural candidate if its mass is O(GeV).
Dark-sector interactions can also generate the mass splittings among dark-matter states
suggested by other experiments [8, 9]. Dark matter scattering inelastically into an excited
state split by O(100 keV) can simultaneously explain the annual modulation signal reported
by DAMA/NaI [10] and DAMA/LIBRA [11] and the null results of other direct-detection
experiments [12, 13]. Likewise, the INTEGRAL 511 keV excess at the galactic center appears
consistent with the excitation of dark matter states, but requires a slightly larger splitting of
O(MeV) [14, 15].

The electron/positron excesses and the splittings suggested by the DAMA and INTE-
GRAL signals independently motivate an O(GeV)-mass dark sector. If any of these anoma-
lies are signals of dark matter, the new dynamics required to explain them can be discovered
at e+e− colliders. Among the anomalies, DAMA’s signal offers the most precise predictions
for e+e− collider physics: the scattering rate is sensitive to the strength of kinetic mixing
between the Standard Model and the dark sector, and gives reason to expect an observable
direct production cross-section for the dark sector.

Outline

In the remainder of this introduction, we further develop the motivation for a kinetically
mixed light dark sector, and briefly describe the resulting events in low-energy e+e− collisions.
In Section 1.1, we discuss the kinetic mixing that couples the Standard Model to the dark

2

q

q μ

2 A kinetically mixed dark U(1)

In this section, we review the theory of kinetic mixing between a broken dark Abelian gauge symme-
try, U(1)D, and the SM hypercharge, U(1)Y . The relevant gauge terms in the Lagrangian are

L ⇢ �
1

4
B̂µ⌫ B̂

µ⌫
�

1

4
ẐDµ⌫ Ẑ

µ⌫
D +

1

2

✏

cos ✓
ẐDµ⌫ B̂

µ⌫ +
1

2
m

2
D,0 Ẑ

µ
D ẐDµ . (2.1)

Here the hatted fields indicate the original fields with non-canonical kinetic terms, before any field
redefinitions. The U(1)Y and U(1)D field strengths are respectively B̂µ⌫ = @µB̂⌫ � @⌫B̂µ and
ẐDµ⌫ = @µẐD⌫ � @⌫ẐDµ, ✓ is the Weinberg mixing angle, and ✏ is the kinetic mixing parameter.

Since the interaction in Eq. (2.1) is renormalizable, the parameter ✏ can take on any value. In
particular, ✏ is not required to be small, which is one reason why the hypercharge portal may provide
the dominant interaction between the SM and a hidden sector. Calculable values of ✏ are obtained
in various scenarios. For example, if the U(1)D is embedded in a Grand Unified Theory (GUT),
the mixing is absent above the GUT scale, but can be generated below it by particles charged under
both U(1)Y and U(1)D. If it is generated through a one-(two-)loop interaction, one naturally obtains
✏ ⇠ 10�3

� 10�1 (⇠ 10�5
� 10�3) [25, 79, 81, 87]. A much larger range of ✏ has been suggested in

certain string theory scenarios [28, 88–90]; see [28–30] for recent reviews.
Meanwhile, the general renormalizable potential for the SM and dark Higgs fields is

V0(H,S) = �µ
2
|H|

2 + �|H|
4
� µ

2
S |S|

2 + �S |S|
4 + |S|

2
|H|

2
. (2.2)

Here H is the SM Higgs doublet, while S is the SM-singlet ‘dark Higgs’ with U(1)D charge qS .
The Higgs portal coupling, , which links the dark and SM Higgs fields is again a renormalizable
parameter, and may again be sizeable. After spontaneous symmetry breaking in the dark and visible
sectors,  controls the mixing between the SM Higgs boson h0 and the uneaten component of the dark
Higgs, s0. The importance of an additional Higgs portal coupling to sectors containing a dark vector
boson has been realized before [68, 91], particularly in the context of hidden valley models [92].
While some collider studies have been performed [50, 67, 69, 93], its consequences have not been as
widely explored as those of the hypercharge portal. The physical dark Higgs boson could in principle
be produced at colliders and give an additional experimental handle on the model. However, in this
paper we focus on the additional SM Higgs decays to dark photons generated by this interaction, and
assume the Higgs decay to dark scalars is kinematically forbidden.

We have also constructed a fully consistent MadGraph 5 [94] implementation of this model using
FeynRules 2.0 [95]. This MadGraph model consistently implements all field redefinitions, thereby
accurately modeling interference effects, and has been extensively validated by comparing its output
to various analytical predictions. We utilize this model in the collider studies of Secs. 4 and 6, as well
as for the calculation of the three-body decay width h ! ZD`` below, and make it publicly available
for follow-up investigations. See Appendix C for more information.

The minimal model we consider here can be extended to include strongly-coupled hidden sectors,
supersymmetry, and mass mixing, among other possibilities; see e.g. [24, 51, 80, 96–99] for related
work. The remainder of this section is devoted to a detailed discussion of the properties of the mass
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SEARCHES
• Biggest jump in mass limits with increased energy at start of Run2


– Assuming maximal coupling to SM particles

– Most searches published with 36 fb-1 of data


• With full Run2 data focus on exploring weakly coupled phenomena

– Expect new publications with 150 fb-1
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SUPERSYMMETRY
• Higgs now used to probe electroweak production of supersymmetry


– In just 6 years from discovery to Higgs tagging 
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2 2 Signal models
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Figure 1: Chargino-neutralino pair production with the chargino decaying to the W boson and
the LSP and the neutralino decaying to either (left) a Z boson and the LSP or (right) a H boson
and the LSP.

to-lightest SUSY particles (NLSPs) and an effectively massless gravitino (eG) as the LSP [41–43].
All of ec±

1 , ec0
2, and ec0

1 are assumed to be nearly degenerate in mass, such that in the production
of any two of these, ec±

1 or ec0
2 decay immediately to ec0

1 and soft particles that do not impact the
analysis, effectively yielding pair production of ec0

1 ec0
1. The ec0

1 then decays to eG and either a Z or
H boson, and we consider varying branching fractions from 100% decay into Z to 100% decay
into H including intermediate values. The possible decays in this model are shown in Fig. 2.

The production cross sections for the GMSB scenario are computed at NLO plus next-to-leading-
log (NLL) precision [44, 45] in a limit of mass-degenerate higgsino states ec±

1 , ec0
2, and ec0

1, with
all the other sparticles assumed to be heavy and decoupled. Following the convention of real
mixing matrices and signed neutralino masses [46], we set the sign of the mass of ec0

1 (ec0
2) to

+1 (�1). The lightest two neutralino states are defined as symmetric (anti-symmetric) combi-
nations of higgsino states by setting the product of the elements Ni3 and Ni4 of the neutralino
mixing matrix N to +0.5 (�0.5) for i = 1 (2). The elements U12 and V12 of the chargino mixing
matrices U and V are set to 1.
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Figure 2: A GMSB model with neutralino-neutralino pair production and the neutralinos de-
caying into gravitinos and (left) two Z bosons, (center) a Z and a H boson, or (right) two H
bosons.

Cross section calculations to next-to-leading order (NLO) plus next-to-leading-logarithm (NLL)
accuracy [44, 45, 47–49] in perturbative quantum chromodynamics (QCD) are used to normal-
ize the signal samples for the results presented in Sections 6 and 7. In this section, we present
cross section calculations to NLO accuracy [44] to demonstrate the dependence of these values
on assumptions made in decoupling other SUSY particles. The same qualitative conclusions
also hold for the NLO+NLL calculations used in the final results.

Figure 3 shows the NLO cross section for ec±
1 ec0

2 production at
p

s = 13 TeV assuming mass-
degenerate wino ec±

1 and ec0
2. The various curves show different assumptions on the masses of
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STANDARD MODEL

NEW PHYSICS THROUGH PRECISION

Inclusive W and Z

WW, WZ, ZZ

top pair

tt+X

S
U

S
Y

Higgs 
self interactionTriple and Quartic 

Gauge Coupling
Vector boson scattering
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VECTOR BOSON SCATTERING

• Quartic gauge couplings known exactly in SM and sensitive to new 
physics contributions

– Disentangle QCD and EW contribution  

through jet kinematics


• Observed significance: 1.9σ

– expected 2.7σ


• Important milestone for Run2 and  
longterm LHC program towards  
study of WW scattering

– Evidence for same-sign WW already  

published in 2017
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Figure 4: Transverse mass of the WZ system for events satisfying the EW signal selection, used
to place constraints on anomalous coupling parameters. The EW WZ contribution, which is
treated as background in the fit, is shown as a filled histogram. The dashed lines show predic-
tions for several aQGC parameters values, which include the EW WZ process. Normalizations
are shown as the best fit values from the background-only fit. The last bin also contains all
events with transverse mass greater than 2000 GeV. Other details as in the caption of Fig. 2.

Table 4: Observed and expected 95% CL limits for one coupling parameter while all other
parameters are set to zero.

Parameters Expected limit ( TeV�4) Observed limit ( TeV�4)
fM0/L4 [-10.7, 10.7] [-8.80, 8.55]
fM1/L4 [-10.1, 10.6] [-8.25, 8.85]
fS0/L4 [-31.5, 33.5] [-25.7, 27.5]
fS1/L4 [-50.5, 51.5] [-40.5, 41.5]
fT0/L4 [-0.85, 0.85] [-0.72, 0.75]
fT1/L4 [-0.55, 0.55] [-0.48, 0.52]
fT2/L4 [-2.98, 2.92] [-1.42, 1.83]

QCD

EW

SMP-18-001

Phys. Rev. Lett. 120, 081801

New
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TOWARDS HIGH LUMINOSITY

WITH UPGRADED DETECTORS
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Figure 1: Distribution of reconstructed K�⇡+µ+µ� invariant mass of candidates outside the J/ 
and  (2S) mass regions, summing the three highest neural network response bins of each run
condition. The candidates are shown (left) over the full range and (right) over a restricted vertical
range to emphasise the B0

s ! K⇤0µ+µ� component. The solid line indicates a combination of
the results of the fits to the individual bins. Components are detailed in the legend, where they
are shown in the same order as they are stacked in the figure. The background from misidentified
B0

! K⇤0µ+µ� decays is included in the B0
! K⇤0µ+µ� component.

the J/ mass region. The shape of the background in the fit is modelled by Crystal Ball
functions. Several other sources of background are considered but are found to have a
negligible contribution to the fit. These sources include semileptonic decays of b hadrons
via intermediate open-charm states and fully hadronic b-hadron decays. The background
from semileptonic decays is predominantly reconstructed at low m(K�⇡+µ+µ�) and does
not contribute to the analysis. Fully hadronic b-hadron decays contribute at the level of 1
to 2 candidates at masses close to the known B0

s mass. This background is neglected in
the analysis but is considered as a source of systematic uncertainty in Sec. 6.

Figure 1 shows the fit to the candidates, where the result of the fit in the three most
signal-like neural network response bins for each data-taking period has been combined.
The dominant contribution in the fit is the B0

! K⇤0µ+µ� decay. Figure 2 shows the fit
to the mass-constrained candidates in the J/ mass region, also with the three highest
neural network response bins for each data taking period combined. In this fit, a small
background component from B0

! K⇤0µ+µ� decays is included. This background has
the same final state but is constrained to the wrong dimuon mass and becomes a broad
component in the fit. The fit results in individual bins of neural network response are
shown in the appendix in Figs. 5 and 6. Summing over the bins of neural network
response and data-taking periods, the yields are: 627 244± 837 for the B0

! J/ K⇤0

decay, 5730± 94 for the B0
s ! J/ K⇤0 decay, 4157± 72 for the B0

! K⇤0µ+µ� decay,
and 38± 12 for the B0

s ! K⇤0µ+µ� decay. No correction has been made to these yields
to account for cases where the K�⇡+ system does not originate from a K⇤(892)0 decay.
Contamination from non-K⇤0 decays is discussed further in Sec. 5. Using Wilks’ theorem,
the significance of the B0

s ! K⇤0µ+µ� yield is determined to be 3.4 standard deviations
compared to the background-only hypothesis. This includes the systematic uncertainties
on the yield discussed in Sec. 6. Figure 3 shows the variation of the log-likelihood of the
simultaneous fit as a function of the B0

s ! K⇤0µ+µ� yield.

5

• Heavily suppressed b → dll transition in Standard Model

– complementary to b → sll transitions in B0d decays


• Evidence of 3.4σ (38 ± 12 events) consistent with prediction 


• Angular analysis with upgraded LHCb detector

– Sensitivity with Run3 possibly better than current Bd measurement 
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LFUV WITH  B0S→K*0 μ+μ−
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arXiv:1804.07167, 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5 Results

The branching fraction of the B0
s ! K⇤0µ+µ� decay is determined with respect to that of

B0
! J/ K⇤0 according to

B(B0
s ! K⇤0µ+µ�) = B(B0

! J/ K⇤0)B(J/ ! µ+µ�)

⇥
fd
fs

N(B0
s ! K⇤0µ+µ�)

"(B0
s ! K⇤0µ+µ�)

"(B0
! J/ K⇤0)

N(B0 ! J/ K⇤0)
.

(1)

Here, N is the yield for a given decay mode determined from the fit to m(K�⇡+µ+µ�) or
m(J/ K�⇡+) and " is the e�ciency to reconstruct and select the given decay mode. The
ratio fs/fd is the relative production fraction of B0

s and B0 mesons in pp collisions.
The e�ciency to trigger, reconstruct and select each of the decay modes is determined

from the simulation after applying the data-driven corrections. The e�ciency for the
B0

s ! K⇤0µ+µ� decay is corrected to account for events in the vetoed q2 regions following
the same prescription as Ref. [16]. The e�ciency corrected yields are further corrected
for contamination from decays with the K�⇡+ system in an S-wave configuration. For
the decay B0

s ! J/ K⇤0, the S-wave fraction of FS(B0
! J/ K⇤0) = (6.4± 0.3± 1.0)%

determined in Ref. [41] is used. The S-wave contamination of the B0
s ! K⇤0µ+µ� decay

is unknown but it is assumed to be at a similar level to that of the B0
! K⇤0µ+µ� decay.

The full size of the S-wave correction is taken as a systematic uncertainty. The S-wave
contamination of the B0

! K⇤0µ+µ� decay is determined using the model from Ref. [16].
This model predicts an S-wave fraction of FS(B0

! K⇤0µ+µ�) = (3.4± 0.8)% in the
K�⇡+ mass window used in this analysis.

The ratio of production fractions, fs/fd, has been measured at 7 and 8TeV to be
fs/fd = 0.259± 0.015 in the LHCb detector acceptance [42]. The production fraction at
13TeV has been shown to be consistent with that of the 7 and 8TeV data in Ref. [43].
The production fraction at 13TeV has also been validated in this analysis by comparing
the e�ciency-corrected yields of the B0 and the B0

s ! J/ K⇤0 decays in bins of the B0
(s)

meson pT. Taking the branching fractions of the decays B0
! J/ K⇤0 and J/ ! µ+µ�

to be (1.19± 0.01± 0.08)⇥ 10�3 [44] and (5.96± 0.03)% [36], respectively, results in a
branching fraction for the B0

s ! K⇤0µ+µ� decay of

B(B0
s ! K⇤0µ+µ�) = [2.9± 1.0 (stat)± 0.2 (syst)± 0.3 (norm)]⇥ 10�8 .

The first and second uncertainties are statistical and systematic, respectively. The third
uncertainty is due to limited knowledge of the external parameters used to normalise
the observed yield. This includes the uncertainties on the external branching fraction
measurements, on fs/fd, FS(B0

! J/ K⇤0) and FS(B0
s ! K⇤0µ+µ�).

A measurement of the branching fraction of the B0
s ! K⇤0µ+µ� decay relative to that

of B0
s ! J/ K⇤0 is also made. The S-wave contamination of the B0

s ! J/ K⇤0 decay
is corrected for by using the measurements of FS in bins of m(K�⇡+) from Ref. [45],
scaled according to the model in Ref. [16], giving FS(B0

s ! J/ K⇤0) = (16.0± 3.0)%. The
resulting ratio of branching fractions is

B(B0
s ! K⇤0µ+µ�)

B(B0
s ! J/ K⇤0)B(J/ ! µ+µ�)

= [1.4± 0.4 (stat)± 0.1 (syst)± 0.1 (norm)]⇥ 10�2 ,

where the third uncertainty is due to FS(B0
s ! J/ K⇤0) and FS(B0

s ! K⇤0µ+µ�) .
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• Already tackling H →μμ thanks to excellent detector performance

– Looking forward to updated result with 150 fb-1


• First results now also on more challenging 
decay modes

– Higgs to Zγ


• Run3 and HL-LHC needed 
for first evidence of rare decays

– Higgs to charm 
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RARE HIGGS DECAYS
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boson resonance is affected by the muon momentum scale and resolution. Uncertainties on the
calibration of these values were propagated to the shape of the invariant mass distribution of
the Higgs boson, yielding up to 0.05% variations in the position of the peak, and 10% changes in
its width. Jet energy miscalibrations in scale and resolution affect the analysis through migra-
tions between the categories. The largest variation of this kind impacts the VBF-like category,
and amounts to 6% of the relative yield. Simulation of additional pileup events in the same
bunch crossing were tested by varying the minimum bias cross section used to derive the extra
collisions by ±5%, which translates to ⇡ 1% changes in the yields. The systematic uncertainty
on the efficiency of tagging a b quark jet, or mistagging light quark jets, also produces ⇡ 1%
migrations. Lepton efficiency mismodeling was accounted for with trigger and isolated muon
identification uncertainties (⇡ 2%). The factorization and renormalization scales used in the
MC simulations are varied up and down separately by a factor 2, translating to changes of up
to 6% in the category yields. The parton distribution functions used in the MC simulations
were varied using the NNPDF3.0 replicas, which yield differences of ⇡ 2%. In addition, there
are uncertainties on the cross sections due to the choice of factorization and renormalization
scale (3.9%, 0.4%, 3.8%, 1.9%, and . 10%, for ggH, VBF, ZH, WH, and ttH, respectively) and
parton distribution functions (3.2%, 2.1%, 1.6%, 1.9%, and 3.7%), as well the 1.7% H ! µ+µ�

branching fraction uncertainty [11]. Finally, a 2.5% uncertainty is associated with the luminos-
ity measurement [40].

A maximum likelihood fit is performed across all categories yielding a value of the signal
strength modifier (µ = (sB)obs/(sB)SM) of µ̂125 = 0.7 ± 1.0 for mH = 125 GeV [41], where
s is the Higgs production cross section and B is its branching fraction to muons. Figure 4
(left) shows the background-only and the signal-plus-background fits to the data in all cate-
gories combined, weighted by the expected signal-to-background ratio in each category. The
expected 95% CL upper limits on the signal strength modifier and the compatibility with
the background-only hypothesis were derived for the 2016 dataset (13 TeV), corresponding
to 35.9 fb�1, and presented in Fig. 4 (right). The 95% CL observed (expected) upper limit at
mH = 125 GeV is µ < 2.64 (2.08), with an observed (expected) significance at mH = 125 GeV of
0.74 (0.98) s.
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shape of the high-mass DY distribution. A secondary contribution is induced by the single123

and pair production of top quarks, which have flatter profiles. Several analytic functions were124

considered for the background shape. The first set includes generic series, such as a sum of125

exponential functions or of Bernstein polynomials, which involve no prior assumption about126

the background shape. The second set includes modified versions of the Breit–Wigner Z-peak127

distribution, derived and validated by fitting FEWZ predictions of the DY invariant mass dis-128

tribution at NNLO. Both sets are summarized in Equations 1–4. In addition, FEWZ spectra129

templates multiplied by polynomial functions are considered.130

Bernsteins (Bdeg n):B(x) =
n

Â
i=0

ai

✓
n
i

◆
xi(1 � x)n�i

�
(1)

Sum of exponentials (Sum Exp):B(x) =
n

Â
i=1

bieai x (2)

Breit–Wigner:B(x) =
eaxsz

(x � µz)2 + ( sz
2 )2 (3)

Modified Breit–Wigner (mBW):B(x) =
ea2x+a3x2

(x � µz)a1 + ( sz
2 )a1

(4)

In some categories, a variation on the modified Breit–Wigner distribution (Eq. 4) is used, mul-131

tiplying it by a Bernstein polynomial of up to degree 4.132

Due to differences in muon mass resolution and background composition, we select the back-133

ground functional form separately for each category. Figure 3 shows the dimuon mass spec-134

trum for the two most sensitive categories, category 14 (right) and 12 (left). The choice of the135

background function is based on minimizing the possible bias in the fitted signal yields.136
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Figure 3: Signal-plus-background (S+B) fit (solid) and the background-only (B) component
(dashed) of the dimuon mass spectrum in events from category 12 (left) with the Modified Breit-
Wigner multiplied by a Bernstein polynomial (degree 4) as the functional form and category
14 (right) with the Modified Breit-Wigner functional form. The lower plots show the dimuon
mass spectrum with the fitted background component subtracted (B component subtracted).

To estimate the possible bias, all of the functions in Eq. 1–4, and some additional functional137

combinations and FEWZ spectra templates, are used to fit the data in each category. From138

each of these fits, pseudo-experiments are randomly generated to create thousands of pseudo-139

datasets, taking into account the uncertainty on the fit parameters. Each of the functions is140

then used to fit the pseudo-datasets generated from the other functions, with the measured141
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Figure 4: The weighted sum of individual fits to each category of the signal-plus-background
fits (solid) and the background-only components (dashed). Events are weighted according to
the expected signal-to-background ratio in the category to which they belong (left). The 95%
CL upper limit on the signal strength modifier, µ, for 13 TeV pp collisions data collected in
2016 together with the expected limit obtained in the background hypothesis and signal-plus-
background hypothesis (red line) for a SM Higgs boson with mH = 125 GeV (right).

H →µµ
HIG-17-019

http://cds.cern.ch/record/2292159?ln=en
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HIGGS SELF-INTERACTION
• Understanding Higgs sector requires measurement of its self-interaction


• Promising for Run3 and Hl-LHC

– currently limited by statistics

– room for even more sophisticated  

analysis techniques
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Standard Model

New Physics

HIG-17-030

New

http://cds.cern.ch/record/2628486


Shahram Rahatlou, Roma Sapienza & INFN

OUTLOOK
• CMS getting close to establishing Yukawa interaction for third 

generation fermions

– Run 2 data should provide first hint for 2nd generation

– First results paving the way for Run3 and HL-LHC program


• LHCb entering precision measurement territory for angle γ

– Also extending systematic study of CP violation to rare B decays

– Tremendous advancement also in charm and beauty spectroscopy


• Both experiments investigating intriguing flavor anomalies

– Adding new final states at low mass

– Tackling possible sources of anomalies at high mass 


• Run2 an opportunity to bridge the gap between Searches and 
Standard Model physics

– Precision top and electroweak measurements sensitive to new physics


• Upgraded detectors key for a successful physics program at high 
luminosity

 31



EXTRA MATERIAL
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LHCb UPGRADE FOR RUN 3 IN A SNAPSHOT 
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CERN-LHCC-2012-007 

Upgraded detector

All sub-detectors read out at 40 MHz for a fully software trigger

New PIXEL 

vertex detector

(VELO)

New RICH optics and 

photodetectors

New scintillating fibre 

tracker (SciFi)

New silicon upstream 

tracker (UT)

New electronics for muon and 

calorimeter systems
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CMS PHASE II UPGRADE
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