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1

Introduction

The Standard Model (SM) is heralded as a monumental achievement in scientific
theories. It offers profound insights into the fundamental constituents of matter and
the forces governing their interactions, all encapsulated within a quantum field theo-
retical framework. The fidelity of the Standard Model has been rigorously validated
through many experiments, yielding measurements of exquisite precision, especially
over the past century. This has established the SM as a paramount framework for
understanding the interactions that govern strong and electroweak forces.
Notwithstanding its remarkable accomplishments, the SM does not serve as a compre-
hensive depiction of the universe. It lacks integration of gravitational interactions and
fails to clarify the disproportionate weakness of gravity compared to the electroweak
and strong forces. The model faces theoretical challenges, notably its dependency
on finely adjusted parameters to reconcile phenomena at vastly different energy
scales. Finally, it has not identified a viable particle candidate for dark matter nor
elucidates the observed preponderance of matter over antimatter in the universe. It
does not account for neutrino flavor oscillations and masses and the reason for an
apparent symmetry between quarks and leptons generations within the SM.
Several extensions to the SM have been developed to provide solutions to these
open questions. These theoretical models of new physics often predict the existence
of new particles that could be observed, for example, in collisions at accelerators,
such as the LHC. Leptoquarks (LQs) are particles that emerge naturally in some
extensions of the SM. They couple to a lepton and a quark through a coupling λ and
can explain the symmetry between quarks and leptons. These particles were first
introduced in the Pati-Salam model in the context of Grand Unification Theories
(GUTs) over forty years ago and have been studied and searched for in many different
experiments, such as ep collisions at HERA and pp̄ at Tevatron and pp collisions at
LHC.
This thesis will exploit a novel LQ production mechanism using LHC as a lepton-
quark collider. Due to quantum fluctuations, protons also contain charged leptons,
making it possible to study lepton-induced processes. By picking a lepton from one
beam and a quark from the other beam, it becomes possible to study the resonant
single LQ production (l + q → LQ). The LQ then decays into a lepton and a quark
and the experimental signature is a narrow bump in the lepton-jet invariant mass
distribution corresponding to the LQ resonance mass. The search is performed
with the Compact Muon Solenoid (CMS) detector at CERN, analyzing data from
proton-proton collisions provided by the Large Hadron Collider (LHC), the world’s
largest and most powerful particle accelerator providing proton-proton collisions at a
center of mass energy up to 13.6 TeV. The data used for the analysis were collected
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during Run 2 (2016-2018), corresponding to an integrated luminosity of 138 fb−1.
This thesis studies the final state in which the LQ decays into a muon and a quark,
the latter being either light (i.e. u quark) or heavy (b quark), resulting in a final
state with a muon, a jet, and in some cases, a second muon, which comes from the
initial state of this production mechanism. Final states with top quarks are not
considered in this thesis.
Chapter 1 offers a brief review of the theoretical foundation of the SM, presenting the
open questions in the SM. LQs are presented as particles that arise naturally from
the SM framework and can explain some of its open questions. LHC is described,
and elements of the physics of pp interactions at hadron colliders are also introduced.
A description of the existing LQ searches and the current lower limits on LQ mass
are presented. The last section is dedicated to the novel production mechanism,
which is the focus of this thesis, describing also the strategy of the analysis.
Chapter 2 details the experimental apparatus: the CMS detector is described in its
various subdetectors.
Chapter 3 describes the LQ sample generation process and the kinematic distribu-
tions to understand what the signal looks like. It also presents the cross sections of
this process and how they change under model assumptions.
Chapter 4 describes the reconstruction of the physics objects used for this analysis,
focusing on jets and muons which are the key ingredients for this search.
Chapter 5 introduces the data and simulation samples and the criteria adopted for
the event preselection. This chapter also shows the distributions of the interesting
kinematic variables in data, compared to the simulated ones.
Chapter 6 describes the analysis strategy. The first part is dedicated to the details
of the signal selection optimization performed with a Boosted Decision Tree. The
second part presents the mass spectrum of the muon-jet system, detailing the back-
ground estimation by fitting data with empirical functions. The tests performed to
validate the method used are presented at the end of the chapter.
Chapter 7 presents the analysis results, where they are interpreted as limits on
the LQ mass and coupling. A comparison with previous LQ searches in different
channels is also presented.
Chapter 8 gives a summary of the analysis results.
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Chapter 1

Leptoquarks at the Large
Hadron Collider

This chapter begins with a concise overview of the Standard Model of particle
physics, laying the groundwork for the subsequent discourse. It then introduces
leptoquarks as hypothetical particles predicted by various theories extending beyond
the Standard Model. The research into leptoquarks, mainly focusing on the mecha-
nisms for generating scalar leptoquarks, is scrutinized. It then proceeds to present a
novel channel of lepton-induced leptoquark production, the subject of this thesis.
The discussion encompasses its potential impact and significance in the ongoing
research landscape, offering insights into how this novel approach may enhance our
understanding of particle physics and potentially lead to groundbreaking discoveries.

1.1 The Standard Model of Particle Physics
The Standard Model (SM) is the quintessential framework in particle physics, offering
a comprehensive description of the interactions between the elementary components
of matter [120]. It encapsulates the interactions mediated by three foundational
forces of nature: the strong, electromagnetic, and weak forces, and explains the
presence of mass in elementary particles. Initiated by Sheldon Glashow’s efforts in
1961 to unify electromagnetic and weak interactions, the SM underwent significant
evolution with the inclusion of the Higgs mechanism[128][110], as developed by
Steven Weinberg [171] and Abdus Salam [163]. This addition was pivotal, giving
the model its contemporary form. Through extensive experimental verification, the
SM has proven to be a well-tested theory[126]. The sub-atomic interactions within
the SM are framed within a consistent quantum field theory, characterized by a
renormalizable gauge theory based on the non-Abelian symmetry group:

SU(3) × SU(2) × U(1). (1.1)

This group’s non-Abelian nature signifies that the commutation relations between
the group’s generators are non-trivial. Moreover, the theory is gauge invariant: the
interaction terms are invariant under group transformations. In the SM, fermions —
spin-1/2 particles — are described in terms of symmetric interactions under the group
mentioned above. The fermionic interactions in the SM’s Lagrangian are constructed
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Figure 1.1. The Standard Model of elementary particles [20].

to respect this group symmetry, a foundational aspect of the theory. According to
Noether’s theorem [148], each symmetry within a system corresponds to a conserved
quantity. The SM employs the electroweak symmetry group SU(2) × U(1), which
governs the weak isospin and hypercharge, and SU(3) for the color charge associated
with quantum chromodynamics. For SU(2), the subscript L designates the chirality
of interactions. In quantum field theory, fermion fields represent the Lorentz group
and are distinguished by their chirality, denoted by the operator γ5, which defines
particles’ helicity for massless states. Chirality is aligned with the spin direction
relative to a particle’s momentum, with left-handed particles participating exclusively
in weak interactions within the SM. The fermions of the SM are categorized into
two distinct types based on their interaction strength. Quarks, which exhibit color
charge, engage in strong interactions, while leptons, lacking color charge, are involved
only in electroweak interactions. The fermion fields of the SM, which encompass a
diverse array of particles, are illustrated as follows:

Li,L =
(

νi

ei

)
L

, eα
L,i =

(
ui

α

di
α

)
L

, uα
R,i, dα

R,i. (1.2)

Here, i represents the flavor index, grouping quark and lepton flavors into three
families. Each family comprises left-handed doublets and right-handed singlets,
adhering to the transformation properties of the electroweak symmetry. The chiral
nature of these states is explicit in their transformation under SU(2)L as doublets
or singlets, influencing their participation in the electroweak interactions. The SM is
fundamentally divided into two branches: Quantum Chromodynamics (QCD), the
theory describing the strong force interactions, and the Electroweak (EW) theory,
which unifies electromagnetic and weak forces. The SM Lagrangian can be therefore
written as:

L = LQCD + LEW. (1.3)

To maintain gauge invariance across both QCD and EW theories, the model intro-
duces spin-1 bosons that correspond to the symmetry group’s generators, which are
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the force carriers within the SM.
Because of the symmetries of the model, the Lagrangian cannot contain explicit mass
terms for the particles involved. Contrary to observations, this would imply that all
fundamental particles are massless. This problem has been resolved with the Brout-
Englert-Higgs mechanism. The seminal works detail a mechanism known as sponta-
neous symmetry breaking, through which massive fermions and bosons gain mass
via interactions with the newly postulated scalar, termed the Brout-Englert-Higgs
(or simply Higgs) boson [128][110].

1.1.1 Open questions in the Standard Model

The SM, rooted in rigorous mathematics, has successfully elucidated aspects of the
electroweak and strong forces. The ATLAS [22] and CMS [64] experiments at CERN
in 2012 confirmed its predictions by identifying a Higgs-like particle. Yet, the SM
does not claim to be an all-encompassing theory of the universe, leaving several
phenomena unaddressed.
The SM (with massless neutrinos) has 19 free parameters whose numerical values
are established by experiments, which span over a vast range of energy scales. This
feature does not align with the naturalness principle, which demands that the free
parameters of a theory fall in the same order of magnitude [32]. Disparities are
evident within the parameters themselves, such as the quark masses, which exhibit
marked hierarchies and lack a theoretical basis within the model and similarly for
charged leptons. Further, the SM necessitates fine-tuning to reconcile the Higgs
mass with loop-level contributions. They come in two, competitive contributions
and appear to be precisely fine tuned to allow for the Higgs mass to be extremely
small with respect to the value of the correction terms themselves.
Several pieces of evidence hint at the non-completeness of the SM theory: a brief
summary of phenomena non explained by the SM is reported below.

• Experimental observations of neutrino flavor oscillation prove that SM neutrinos
are massive particles [53, 11], while no mass term can be accounted for neutral
leptons in the SM [18, 146].

• It accounts for only a fraction of the universe’s energy content, leaving dark
matter and dark energy largely unexplained, constituting most of the universe’s
mass-energy balance [151, 150].

• While the SM’s interactions do not differentiate between matter and antimatter,
the observable universe is dominated by matter, a disparity not yet clarified
by the SM [37].

• The SM is compatible with special relativity but does not integrate general
relativity, failing to unify all four fundamental forces [116, 118, 159].

• The SM does not explain why there are three generations of fermions and what
is the reason for an apparent symmetry between quarks and leptons [112].
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1.2 Leptoquarks in theories beyond the Standard Model
One of the prominent attributes of the Standard Model is the evident symmetry
between quarks and leptons. This symmetry is reflected in the organization of quarks
and leptons within weak isospin multiplets because these groupings are duplicated
across three different generations of fermions. This symmetry is crucial for the
precise negation of chiral (triangle) anomalies across each fermion generation [155],
ensuring the theory’s renormalizability. A necessary condition for this cancellation
is the existence of exactly three color states for quarks. Consequently, the observed
symmetry between quarks and leptons in the Standard Model may suggest the
presence of a more foundational theory where quarks and leptons are interrelated.
Within such a theoretical framework, one might anticipate the emergence of new
particles known as leptoquarks (LQs), which couple to lepton-quark pairs and act
as intermediaries for lepton-quark transitions.
Grand Unified Theories (GUTs), such as the Georgi-Glashow and Pati-Salam models
[154], posit that quarks and leptons could be unified under a broken SU(5) or SU(4)
symmetry respectively, wherein LQs manifest as gauge bosons. Further discussions
on LQs regarding technicolor theories [111, 136, 105, 117] and composite models
[164, 5, 173] appear in the literature.
The leptoquarks are color triplets under SU(3)C , appearing as scalar (spin-0) or
vector (spin-1) bosons carrying both baryon (B) and lepton (L) number and fractional
electric charge. Their exact properties, such as spin, weak isospin, electric charge,
chirality of the fermion couplings, and fermion number (F ), depend on the structure
of each specific model. Because different models contain leptoquarks of many differing
properties, direct searches for leptoquarks at collider experiments are typically carried
out in the context of effective leptoquark models. With limited quark and lepton field
combinations in the SM, the classification of possible LQs is feasible. According to
the Buchmüller-Rückl-Wyler classification, ten potential LQ multiplets, comprising
scalars and vectors, have been identified [43]. The detailing of their couplings to
fermions, alongside their fermion number (F ), can be represented as:

F = 3B + L. (1.4)

LQs with |F | = 0 couple to fermion-antifermion pairs, while those with |F | = 2
couple exclusively to either two fermions or two antifermions, constrained by the
electric charge limits that LQs can possess.
Depending on the type, leptoquarks can decay either to a charged lepton and a
quark or to a neutrino and a quark. It is customary to express the branching ratio
for a leptoquark decaying to a charged lepton and a quark, BR(LQ → l±q), as β. In
the minimal Buchmüller-Rückl-Wyler (mBRW) model, β is constrained to values of
0, 1/2, or 1. In broader theoretical frameworks often utilized in collider experiments,
β is considered a free parameter. This flexibility is permissible if certain mBRW
model assumptions are relaxed [33, 15, 127] and leptoquarks may couple to with
fields beyond the Standard Model (SM) gauge bosons and fermions. However, for
collider searches, it is generally presumed that the branching ratio to a neutrino
and a quark, BR(LQ → νq), is 1 − β. In the analysis proposed in this thesis, we
will focus on LQ decays with β = 1; therefore the LQ always decays into a charged
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Figure 1.2. LQ coupling to both a quark and a lepton.

lepton and a quark.
Historically, leptoquark searches have only considered models that couple to a

lepton and quark of the same generation, motivated by limits placed on flavor-
changing neutral currents [166], proton decay [149, 141], and other rare processes.
Observational evidence supports inter-generational mixing in leptoquark decays.
Assuming non-chiral LQs with couplings to left-handed and right-handed fermions,
cross-generational LQs can also be an explanation for the deviations observed in the
anomalous magnetic moment of the muon because of loop-level modifications of EM
interactions of the muon [50, 38]. These hypotheses are supported by recent analyses
suggesting that LQs might be the underlying cause for the observed discrepancies in
neutrino masses, with the loop corrections providing a plausible explanation for their
observed minuteness [52, 139]. Furthermore, new theoretical frameworks have been
proposed to account for the discrepancies noted in the W boson mass measurements
reported by the CDF experiment [125, 51]. The model presented in this thesis
assumes a cross-generational coupling only between quark families, while there is no
mixing between the lepton families.

1.3 The Large Hadron Collider
The Large Hadron Collider (LHC), the largest particle collider to date, operates as
a proton-proton collider within the European Organization for Nuclear Research
(CERN), positioned near Geneva. This complex houses a circular ring 27 kilometers
long where superconducting magnets bend the particles to follow its paths, and
radio frequency cavities increase their velocities. Depicted in Figure 1.3, the CERN
accelerator complex is illustrated, highlighting the experiments and beamlines.
Initially, protons are sourced from hydrogen gas and are then grouped into clusters

known as "bunches" within the Linac2, a linear accelerator, where they reach energies
of 50 MeV. These protons are then propelled into the Proton Synchrotron Booster
(PSB), which encompasses four acceleration rings and boosts their energies up to
1.4 GeV. From there, they are funneled into the Proton Synchrotron (PS), a larger
acceleration ring of 628 meters in circumference, which increases the proton energy to
25 GeV, organizing the bunches to maintain a 25 ns interval between each bunch. The
proton bunches proceed to the Super Proton Synchrotron (SPS), where acceleration
continues until they reach 450 GeV. Subsequently, these proton beams are channeled
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Figure 1.3. Structure of the CERN accelerating complex. Linac2, Booster, SPS, and
LHC represent the acceleration chain; interaction points are shown along the LHC ring,
together with heavy ion experiments [119].

into the main collider ring in opposing trajectories within two ultra-high vacuum
tubes. Here, superconducting magnets and radio frequency cavities are instrumental
in maintaining the protons on course and increasing their energies. Upon achieving
peak energy levels, the protons collide at four interaction points, aligning with the
four principal experiments stationed there: ATLAS (A Toroidal LHC Apparatus)
[99], ALICE (A Large Ion Collider Experiment) [98], CMS (Compact Muon Solenoid)
[100], and LHCb (LHC Beauty) [101].
The LHC is classified as a hadronic collider, leveraging the complex structure of
hadrons made of smaller components: quarks, bounded by gluons, the carriers of
the strong nuclear force. At substantial energies surpassing their rest mass, hadrons
lose their structural coherence, leading to collisions among their constituent quarks
that carry varying proportions of the proton momentum. This leads to fluctuating
effective center-of-mass energies for each collision event, thus positioning the LHC
as a "discovery machine", capable of probing a vast energy spectrum.
Since its inception in 2009, the LHC is projected to continue operations until at

least ∼ 2040. An outline is shown in Figure 1.4. Its operational life is segmented into
Runs for collision and data acquisition, interspersed with shutdown periods dedicated
to maintenance and enhancements. Runs are marked by consistent readings of two
key collider metrics: instantaneous peak luminosity and center of mass energy (

√
s).

Significant upgrades and adjustments to the collider mechanisms and accelerator
infrastructure are performed during the long shutdowns, which correspond with the
experiment upgrade phases, allowing for the refinement and stabilization of these
parameters for subsequent Runs.
The instantaneous peak luminosity of the LHC is given by:

L = γnbN
2frevR

4πβ∗ϵn
, (1.5)
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where γ is the Lorentz factor, nb represents the number of proton bunches, N is the
proton count per bunch, frev is the revolution frequency, β∗ the beta function at the
collision point, ϵn the normalized transverse emittance, and R denotes the luminosity
reduction factor due to the geometric layout of the crossing beams [170]. The center
of mass energy (in red in Figure 1.4), denoted as

√
s, initially set to 7 TeV, was

elevated to 13 TeV in the transition from Run 1 to Run 2, owing to advancements in
the accelerator system and the integration of stronger superconducting magnets for
beam deflection. The record collision energy of 13.6 TeV has been reached in 2022
Run 3 collisions. The peak luminosity gradually rose, as seen in the red line in Figure
1.4, through LHC operating years by tuning the beam’s focus in the proximity of
the interaction regions. Another important parameter is the integrated luminosity,
a measure integral to estimating collision counts, which is represented by:

L =
∫

L(t)dt, (1.6)

where L(t) is the time-dependent luminosity. Fluctuations in peak luminosity occur
over time, due to ongoing beam focusing and the incremental attenuation of beam
quality with each successive interaction. The number of collisions, N , is derived
from the total proton-proton cross-section, σpp, and the integrated luminosity:

N = σpp

∫
L(t)dt, (1.7)

For individual final states i, the number of events, Ni, is computed as:

Ni = σi

∫
L(t)dt, (1.8)



1.3 The Large Hadron Collider 10

Jan '11
Jan '12

Jan '13
Jan '14

Jan '15
Jan '16

Jan '17
Jan '18

Jan '19
Jan '20

Jan '21
Jan '22

Jan '23

Date

0

50

100

150

200

250

300
To

tal
 in

teg
ra

ted
 lu

mi
no

sit
y (

fb
⁻¹)

CMS LHC delivered: 267.05 fb⁻¹
CMS recorded: 246.13 fb⁻¹

1 Apr
1 May

1 Jun 1 Jul
1 Aug

1 Sep
1 Oct

1 Nov
1 Dec

Date (UTC)

0

20

40

60

80

To
tal

 in
teg

ra
ted

 lu
mi

no
sit

y (
fb

⁻¹)

£ 50

CMS 2010, 7 TeV, 45.0 pb⁻¹
2011, 7 TeV, 6.1 fb⁻¹
2012, 8 TeV, 23.3 fb⁻¹
2015, 13 TeV, 4.3 fb⁻¹
2016, 13 TeV, 41.6 fb⁻¹
2017, 13 TeV, 49.8 fb⁻¹
2018, 13 TeV, 67.9 fb⁻¹
2022, 13.6 TeV, 42.0 fb⁻¹
2023, 13.6 TeV, 32.1 fb⁻¹

Figure 1.5. Left: integrated luminosity recorded for CMS from May 2011 to November
2023 [57]. Right: CMS integrated luminosity data per year from 2010 to 2023 [57].

with σi representing the cross-section for the specific final state.
Figure 1.5 illustrates the aggregate integrated luminosity provided by the Large

Hadron Collider (LHC) over its years of operation, highlighting the annual luminosity
data. The integrated luminosity has steadily increased, nearly doubling between
2016 and 2018. The commencement of the LHC’s first operational run, termed
Run 1 and spanning from 2009 to 2011, featured beam energies that surpassed the
Tevatron 0.98 TeV per beam, thereby establishing the LHC as the world’s most
potent particle accelerator. The beams’ energy was subsequently increased, reaching
3.5 TeV in 2011 and 4 TeV in 2012. The month of July 2012 was significant due to
the discovery of a new particle with a mass of 125 GeV, later identified as the Higgs
boson, aligning with one of the cornerstone goals of the LHC project. Post reaching
30 fb−1 of integrated luminosity, the LHC underwent its first Long Shutdown (LS1),
during which the collider peak luminosity neared 75% of the planned maximum as
outlined in the design. This period was utilized for upgrading the collider, preparing
it to handle beams at 7 TeV, while the magnets were conditioned for 6.5 TeV beams.
Run 2 commenced post-LS1 in 2015, pushing the center of mass energy to 13 TeV
and achieving and surpassing the design luminosity of the collider. Run 2 provided
the experiments with an integrated luminosity five times larger than that of Run 1,
delivering a peak luminosity of 2.14 × 1034 cm−2s−1 at

√
s = 13 TeV, exceeding the

LHC design luminosity of L = 1 × 1034 cm−2s−1. The 2018 integrated luminosity is
shown in the left plot of Figure 1.5. Throughout their activity, LHC experiments have
conducted precision measurements that substantially agree with the SM predictions
or have set constraints on BSM phenomena. Data collection activities for Run 3
resumed in July 2022. The LHC will have for another substantial shutdown, LS3, to
escalate peak luminosities in preparation for the High Luminosity LHC (HL-LHC)
program [6], which aims to increase peak luminosity by a factor of 5 to 7.5 relative
to the original LHC design. By 2025, the beam-focusing quadrupoles at the ATLAS
and CMS interaction points are expected to reach the end of their operational life
due to sustained radiation exposure. These will be replaced with modern quadrupole
triplets, and supplementary crab cavities [6] will be installed to enhance bunch
overlap at collision points. Additionally, a novel scheme for bright bunch trains [6],
expected to be initiated during LS2, will facilitate the production of more intense
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Figure 1.6. The momentum distributions (PDFs) of all flavours of the partons at two scales
Q2 = 10 GeV 2 (left) and Q2 = 104 GeV 2 (right). These curves are deduced from NNLO
QCD fits to global hard-scattering data, with uncertainties arising from experimental
errors and model assumptions [123].

beams and finer beam cross-sections at collision points, substantially augmenting
LHC luminosity.

1.3.1 The proton substructure

Efforts to decipher the binding of partons within protons have led to progressive
insights into the characteristics of the proton. The Quark-Parton Model (QPM)
[54], conceived in the 1960s, initially sought to clarify outcomes from deep inelastic
scattering experiments at the Stanford Linear Accelerator Center (SLAC) involving
colliding protons with electrons. Subsequent studies, benefiting from data from
experiments like EMC [3], H1 [7], and ZEUS [129], expanded the QPM to encompass
scattering kinematics using perturbative Quantum Chromodynamics (QCD) [108]
adjustments. The advancement of this model, known as the Enhanced Quark
Parton Model [104], delineates the proton as a conglomeration of three primary
quarks, termed valence quarks, encircled by a dynamic sea of gluon-generated quark-
antiquark pairs. These sea partons are in a perpetual exchange governed by the
strong force.
Parton distribution functions (PDFs) are essential tools for describing the chance of
finding a parton inside the proton with a specific momentum portion. These functions,
which vary with the parton’s momentum fraction x, are based on perturbative
quantum chromodynamics (pQCD) calculations and validated by experimental
data. Collaborative efforts have led to the extraction of PDFs from a wide range
of experimental data, providing insights into the proton’s structure. Figure 1.6
shows PDFs for two different energy scales. The definition of the PDFs implies the
normalisation condition that the sum over the momenta of all partons equals the
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proton momentum, or equivalently:∑
i

∫ 1

0
xfi(x, µ2)dx = 1. (1.9)

Additionally, the fact that a proton has the valence quark structure uud can be
expressed by the following two equations:∫ 1

0
[fu(x, µ2) − fū(x, µ2)] dx = 2, (1.10)

∫ 1

0
[fd(x, µ2) − fd̄(x, µ2)] dx = 1. (1.11)

With the foundational concepts in place for representing the proton’s internal
structure, we can formulate the principal equation for determining the cross sections
of high-energy proton-proton interactions. This computation is grounded in the
QCD factorization theorem and can be articulated as follows:

σpp→X+Y (µF , µR) =
∑
i,j

∫ 1

0

∫ 1

0
dx1dx2fi(x1, µ2

F )fj(x2, µ2
F )σ̂ij→X(x1, x2, µR).

(1.12)
Here, the summation encompasses all types of partons, i.e., i, j = g, u, ū, d, d̄, . . .,
and Y represents the resultant hadrons from non-interacting partons. The parton
level cross-section σ̂ij→X is calculable in perturbative QCD and depends on the
chosen renormalization scale µR. The important statement of the factorization
theorem is that the complete calculation for hadron collisions can be separated into
a partonic cross section which is convoluted with the parton distribution functions
of the hadron. Hereby, the former can be calculated perturbatively by making use
of the asymptotic freedom of QCD in the high-energy regime whereas the latter
encodes the non-perturbative effects at small energies. The separation of both
energy regimes is dictated by the choice of the factorization scale µF . While the
renormalization group equations, which govern the running of the PDFs, are known
as DGLAP equations [16, 107, 122], they need to be anchored with some starting
value extracted from experimental data. Nowadays, several groups perform fits to
experimental data and provide PDF sets like the examples shown in Figure 1.6.
Even though the renormalization scale µR and the factorization scale µF describe
conceptually different aspects of the calculation, they are often chosen to be the
same µ = µR = µF . Another important consequence of the proton structure for
pp collisions at the LHC is that the longitudinal momentum of the interacting
parton-parton system is unknown on a per-event basis as it not only depends on
the known four-momenta of the colliding protons but also on the, experimentally
unknown, momentum fractions x1 and x2 of the two colliding partons.

1.3.2 Proton-proton collisions at LHC

Figure 1.7 visually represents a typical proton-proton (pp) collision.
The rate of events, which is directly proportional to the cross-section σ at a given
instantaneous luminosity, is given by

R = L · σ. (1.13)
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The anticipated total inelastic cross-section σpp for proton-proton collisions has been
measured to be ∼ 100 mb at an energy of 13 TeV.
The inelastic cross-section encompasses two interaction categories. The first, known
as soft collisions, occurs when the colliding protons exchange minimal momentum.
In this case particle scattering at large angle is suppressed and most of the final
state particles escape down the beam pipe. The second category, hard collisions,
involves interactions between quark and gluon (i.e. the proton constituents), leading
to significant momentum transfers perpendicular to the beam’s direction (pT ). Hard
collisions are the primary source of significant physics events. Despite being less
frequent than soft collisions, the high-pT remnants of soft events can compete with
hard collisions regarding event rate, contributing to the background in high-pT signal
events.
In hard interactions, the effective center-of-mass energy

√
s is determined by the

energy shared between the two partons and is proportional to the energy fraction
they carry. The process is calculated based on matrix elements at some order in
perturbation theory (usually leading order (LO) or next-to-leading order (NLO))
integrated over a given phase space.
Quarks and gluons are the fundamental constituents of protons and carry color

Figure 1.7. Schematic representation of a proton-proton collision, incoming protons are
visualized as three green parallel lines approaching from both the left and right sides
of the diagram. The interaction region where hard scattering occurs is highlighted in
red. The fragmentation process, which follows the scattering, is illustrated with blue
lines. Subsequently, hadron formation is depicted using light green ovals, transitioning
into stable hadrons represented by dark green shapes. The photon emission process,
a consequence of quantum electrodynamics radiation, is depicted with wavy yellow
lines. In addition to the primary interaction, the underlying event, which may include
secondary hard interactions, is encapsulated by a violet oval. Proton remnants, which
are not involved in the primary interaction, are indicated by small cyan circles [172].

charge and, hence, they are not directly observable in experiments. They rather
manifest themselves as collimated jets of particles, consisting mostly of hadrons
and photons, but they may also contain leptons from decays of unstable hadrons.
For the rest of this document, jets are considered to be the observable embodiment
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of quarks and gluon. Further details on the detection and reconstruction of these
objects is given in Section 4.2.
Parton showering [145] models the conversion from quarks and gluons to observable
jets. These models simulate the development of quarks and gluons after a collision,
known as final state radiation, and also trace back the interactions that occurred
before the collision, known as initial state radiation. In general, parton shower
models can be broken down into the following parts:

• Fragmentation (also called parton shower) models summarise the effect
of repeated gluon splitting g → gg or g → qq̄ and gluon radiation g → qg
which results in a cascade of generated partons. These models’ calculations are
approximate and valid up to the energy level where the strong force interactions
are not mathematically perturbative. For the evolution of the incoming partons
backward in time, a matching with the factorization scale of the PDF has to be
performed as the PDF already catches effects from gluon splitting and radiation
at lower energies. Furthermore, if the hard process is calculated at a higher
order in QCD (usually at NLO), a matching between real emissions of partons
already included in the calculation of the hard process and additional splittings
simulated by the fragmentation model has to be done to avoid double-counting
of certain contributions [144].

• Hadronization is the process where quarks and gluons come together to form
hadrons, occurring at energy scales where the strong force is not perturba-
tive. The models that describe hadronization are based on empirical data [138].

• Decay of hadrons, although not directly a part of parton shower models, is well-
understood through electroweak interactions and QCD principles. Therefore,
these decay processes are often included in the simulations of parton showers
[145].

1.4 Leptoquarks searches at colliders
Various approaches have been explored for the detection of leptoquarks. At lepton
colliders such as e+e− and µ+µ−, leptoquarks can be generated in pairs through s-
channel photon and Z boson exchange, or via t-channel quark exchange. Leptoquarks
can also be singly produced. The cross-sections for such events are influenced by the
Yukawa coupling (λ) - i.e. the coupling of a quark q and a lepton ℓ to the leptoquark
LQ - which remains undetermined.
In pp collisions, leptoquarks can be produced either singly or in pairs. Moreover,
they can be exchanged in a non-resonant production of two leptons.

1.4.1 Pair Production

During proton-proton collisions at the LHC, LQs are predominantly produced by
pair production. There are mainly two processes:

1. Gluon-gluon fusion:
g + g → LQ + LQ, (1.14)
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where LQ stands for a leptoquark and LQ for its antiparticle.

2. Quark-antiquark annihilation:

q + q → LQ + LQ, (1.15)

Figure 1.8. Feynman diagram for gluon-gluon fusion, quark-antiquark annihilation, t-
channel production respectively on the left, center, right.

While gluon-gluon fusion is the dominant production mode for small leptoquark
masses, quark-antiquark annihilation processes become more important with higher
leptoquark masses. There is also a possibility for production through a t-channel
lepton exchange. This process is notably less significant and involves the Yukawa
coupling λ.
The production cross-section is almost independent of the coupling λ. Therefore,
the majority of previous searches have concentrated on pair production. However,
at higher masses, single production of LQs becomes a more favorable approach for
LQ searches. The cross-section for pair production decreases rapidly with increasing
scalar leptoquark mass due to the phase-space suppression for producing two particles.

1.4.2 Single Production (gluon initiated)

Single production of LQs occurs in association with a lepton via quark-gluon fusion:

g + q → LQ + l, (1.16)

resulting in the production of a single leptoquark LQ and a lepton l. Feynman
diagrams for the single leptoquark production processes are presented in Figure 1.9.
In both s-channel and t-channel processes, the Yukawa coupling λ plays a central
role in the interaction between a quark and a lepton with the leptoquark. The
cross-section for this process is proportional to λ2; therefore, for high LQ masses and
larger couplings, this production mechanism becomes dominant over pair production
(MLQ ≈ 1 TeV and λ ≈ 0.6).

1.4.3 Non-resonant dilepton production

The non-resonant production of two leptons through the t-channel exchange of a
LQ is an additional leptoquark mechanism production. Such a process involves
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Figure 1.9. Feynman diagram for the s-channel (t-channel) single leptoquark production
on the left (right).

quark-antiquark annihilation, represented by the following reaction:

q + q̄ → l+l−, (1.17)

where l+ and l− are leptons of opposite charges in the final state. The Feynman
diagram corresponding to the dilepton production mechanism is depicted in Fig-
ure 1.10. The cross-section scales with λ4, adding signal sensitivity at high values of

Figure 1.10. Feynman diagram relevant for the dilepton production mediated by a
leptoquark.

the coupling strength λ.

1.4.4 Current limits on leptoquarks

Figure 1.11 shows the sensitivity of different physics channels in the λ vs. mass
plane in terms of exclusion of a scalar LQ model. Due to phase space constraints,
single production is anticipated to overshadow pair production for masses around 1
TeV, enhancing sensitivity for such processes. This sensitivity notably depends on
the leptoquark-lepton-quark coupling, λ, since single production is proportional to
λ2. Enhanced coupling strengths allow for amplified sensitivity by analyzing non-
resonant dileptonic states that emerge from the t-channel exchange of leptoquarks,
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Figure 1.11. Schematic illustration of the exclusion reach of searches for LQ pair production,
LQ single production, and non-resonant dilepton production as a function of the LQ
mass (MLQ) and the coupling strength (λ) [31]. The intersection between the pair
production and the single production is for MLQ ∼ 1 TeV and λ ∼ 0.6.

scaling with λ4.
The most stringent limits LQs are reported in Table 1.1. The constraints on mass
values are contingent on the specific model and the intrinsic nature of the leptoquarks
(LQs). As explained before, the pair production process of LQs does not depend
on the coupling constant λ, whereas single production exhibits a dependence. The
limit under consideration pertains to a coupling constant λ = 1, as it represents the
magnitude of coupling of primary interest in the context of lepton-induced searches,
which is the central focus of this dissertation.
As explained in the following sections, this dissertation will focus on LQs decaying
into muons in the case of β = 1. Under the precedent assumptions, the previous
research endeavors have effectively ruled out LQs with mass scales below 1.5 TeV.

1.5 Lepton-induced single LQ production
The study of LHC processes has predominantly focused on those initiated by quarks
and gluons within proton-proton collisions. Recent literature [46] introduces the
prospect of examining lepton-initiated processes at the LHC. Consequently, this
suggests an additional mechanism for leptoquark resonant production at LHC, which
expands the scope of LHC’s investigation capabilities.

1.5.1 Lepton Parton Distribution Functions

Quantum fluctuations allow the presence of leptons and photons within a proton,
albeit in significantly lesser quantities compared to quarks and gluons [46]. When
leptons initiate a large momentum transfer scattering, the process becomes perturba-
tive, the lepton densities also obey an evolution equation, and a partonic calculation
of the process, including higher-order corrections, becomes possible. Figure 1.12
shows the lepton PDF for an electron inside a proton, computed at the same energy
scale as Figure 1.6 (right).
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Process Channel Mass Limit Luminosity Experiment
√

s

Single production (gluon) LQ → qe MLQ < 1755 GeV 19.6 fb−1 CMS [66] 8 TeV
Single production (gluon) LQ → te MLQ < 1580 GeV 138 fb−1 ATLAS [28] 13 TeV
Pair production LQ → qe MLQ < 1435 GeV 35.9 fb−1 CMS [78] 13 TeV
Pair production LQ → qe MLQ < 1800 GeV 138 fb−1 ATLAS [24] 13 TeV
Pair production LQ → te MLQ < 1120 GeV 138 fb−1 CMS [92] 13 TeV
Pair production LQ → te MLQ < 1610 GeV 138 fb−1 ATLAS [27] 13 TeV
Single production (gluon) LQ → qµ MLQ < 660 GeV 19.6 fb−1 CMS [66] 8 TeV
Single production (gluon) LQ → tµ MLQ < 1590 GeV 138 fb−1 ATLAS [28] 13 TeV
Pair production LQ → qµ MLQ < 1530 GeV 35.9 fb−1 CMS [79] 13 TeV
Pair production LQ → bµ MLQ < 1810 GeV 138 fb−1 CMS [93] 13 TeV
Pair production LQ → qµ MLQ < 1700 GeV 138 fb−1 ATLAS [24] 13 TeV
Pair production LQ → tµ MLQ < 1420 GeV 138 fb−1 CMS [92] 13 TeV
Pair production LQ → tµ MLQ < 1640 GeV 138 fb−1 ATLAS [27] 13 TeV
Single production (gluon) LQ → bτ MLQ < 800 GeV 138 fb−1 CMS [97] 13 TeV
Single production (lepton) LQ → uτ MLQ < 2070 GeV 138 fb−1 CMS [124] 13 TeV
Single production (lepton) LQ → dτ MLQ < 1800 GeV 138 fb−1 CMS [124] 13 TeV
Pair production LQ → bτ MLQ < 1460 GeV 138 fb−1 ATLAS [30] 13 TeV
Pair production LQ → tτ MLQ < 1430 GeV 138 fb−1 ATLAS [26] 13 TeV
Pair production LQ → bτ MLQ < 1220 GeV 138 fb−1 CMS [97] 13 TeV
Pair production LQ → uτ MLQ < 1250 GeV 138 fb−1 ATLAS [25] 13 TeV
Single,non-resonant and pair production LQ → bτ MLQ < 1280 GeV 138 fb−1 ATLAS [29] 13 TeV

Table 1.1. Limits on LQ masses. For pair production, the cross-section is independent
of the coupling λ. The limit is reported for single production for λ = 1. All limits are
reported under the assumption of LQs decaying in charged leptons 100% of the times (β
= 1).

A precise knowledge of the lepton densities can be used to study lepton-initiated
processes involving leptons in the initial state, even at hadron colliders. These
PDFs are extremely small, so their contribution to the SM processes is generally
nonrelevant with respect to processes initiated by coloured partons. However, in
processes like the single leptoquark production, the contribution of a lepton-initiated
process can become comparable, if not more significant, than the one initiated by
quarks and gluon only, as explained in Section 3.2.1.

1.5.2 LHC as a lepton-quark collider

The process, shown in Figure 1.13 consists of a lepton from a proton colliding with a
quark from the other proton, producing a LQ, which then decays into a high energy
lepton and quark:

ℓ + q → LQ → ℓ + q. (1.18)

The new lepton PDF allowed for precise computation of the cross-section, calculated
at NLO, of the resonant LQ production from a lepton-induced process. Figure 1.14
shows the cross-section NLO/LO ratio and its uncertainty for a LQ coupling to a
muon and an up quark. Coupling to other quarks have similar uncertainties on the
NLO/LO ratio [121]. We can see that the process is known with great precision,
with small uncertainties on cross-section (≤ 4%) [46] and k factor (few %), i.e. the
ratio of NLO to LO total cross-section.

For this particular process, assuming a scalar LQ as in [45] and in the limit of
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Figure 1.12. The electron PDF is shown in black, while the blue and red curves are two
different approaches to higher-order correction of the lepton PDF [46].

λ

Figure 1.13. Feynman diagram for single LQ resonant lepton induced process.
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Figure 1.14. σNLO

σLO
for resonant scalar production at

√
s = 13 TeV in red. The colored

bands are the uncertainties in the prediction [121].

MLQ >> mℓ, mq, the width of the resonance can be computed as

Γ = |λ|2

16π
M, (1.19)

where λ is the LQ coupling constant.
The LQ can couple to all families of leptons and a previous CMS analysis already
covered the LQ decay into a tau lepton and a quark [124]. To further explore this
new production mechanism, in this analysis we will study an LQ decaying into a
muon and a quark. The final state is therefore composed of a high-pT muon and a
jet, the experimental signature of a quark as explained in Section 4.2. Both these
objects can be reconstructed using the CMS detector (Chapter 2); therefore, it is
possible to fully reconstruct the new particle mass from the invariant mass of the
muon-jet system (Mµjet). Since the process is resonant, the presence of a LQ would
produce a striking signature, represented by a bump on the smoothly falling Mµjet

spectrum that arises from multiple SM processes (Figure 1.15).
We are considering LQ with masses at the TeV scale, so it is produced almost

at rest. We can then consider a two-body decay in the transverse plane, with the
muon and quark coming from the LQ with almost the same transverse momentum
(pµ

T ∼ pq
T ) and back-to-back in the transverse plane. Further kinematic considerations

are reported in Section 3.2. It is also possible that the lepton coming from the
photon (Figure 1.13), which does not interact with the quark, is reconstructed by
the CMS detector (Section 3.2). Therefore, we will study two orthogonal signal
regions depending on the number of reconstructed muons (1 or 2) in the final state.
After a preselection with loose cuts to reduce the background, the signal is optimized
with a Boosted Decision Tree (BDT) algorithm (Section 6.1). We decided to have two
categories based on the BDT output for each signal region: a high-purity category
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Figure 1.15. Sketch of a signature from a LQ resonance.

with low background contamination and a low-purity category to recover signal
efficiency. Furthermore, every BDT category is split according to whether the jet
with highest pT is originated from a b-quark, resulting in a total of 8 independent
event categories that are used simultaneously to search for LQs. To perform this
analysis, we use the data recorded by CMS during Run 2 as described in Chapter 6.
The results for this search are then presented in Chapter 7.
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Chapter 2

The CMS experiment at LHC

The Compact Muon Solenoid (CMS) detector is built around a huge solenoid magnet,
from which it takes its name. The CMS detector was constructed in fifteen sections
at ground level before being lowered into an underground cavern near Cessy in
France and reassembled.
The detector has a cylindrical shape with a diameter of 15 meters and is 22 meters
long with a ∼ 14500 tons weight.
CMS is designed to detect particles derived from the collision of hadrons and mea-
sures particle masses, momenta, energies, and charges. It is formed by different
detector layers, concentric and roughly cylindrical, in a typical "onion" shape struc-
ture. The layers are specialized in different measurements or sensitive to a specific
category of particles. It is divided into three parts: one central, called barrel, and
two lateral, called endcap.
Working at high luminosity, the detector is designed to operate in a high radiation
environment, maintaining good performances over several years of data taking and
distinguishing processes of interest from backgrounds.

2.1 Coordinate system
The standard reference framework for the CMS detector is a right-handed coordinate
system situated at the nominal interaction point. It is oriented such that the z
axis aligns with the direction of the beam, the y axis points vertically upward, and
the x axis is orthogonal, pointing radially towards the center of the LHC. Angular
measurements are described relative to the beam direction: ϕ is the azimuthal angle
in the x-y plane, and θ is the polar angle in the y-z plane. Pseudorapidity, denoted
as η, is defined by the expression

η = − ln tan
(

θ

2

)
, (2.1)

and is favored over θ because, for particles considered massless in good approximation,
which is a valid assumption for many particles produced in high-energy interactions
at the LHC, η corresponds directly to rapidity y, given by

y = 1
2 ln

(
E − pz

E + pz

)
, (2.2)
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Figure 2.1. Section of the CMS detector. The lines are the particles passing through the
various detectors [39].

assuming the speed of light c = 1. The variable y approaches zero for particles
with no longitudinal momentum component and diverges negatively for particles
with a longitudinal momentum component significantly larger than their transverse
momentum. Differences in rapidity ∆y, and correspondingly ∆η for massless particles,
remain invariant under Lorentz boosts along the z axis. This invariant nature makes
∆η a crucial quantity in the analysis of collisions, capturing the essence of the
partonic content within the incoming hadrons, which possess varying longitudinal
momentum fractions, resulting in collisions at varying center-of-mass energies.

2.2 Detectors and subsystems
Detectors typically consist of three primary components [40]: a central barrel region,
characterized by its cylindrical shape encompassing the beamline, and two endcap
sections that extend the detector’s coverage to areas adjacent to the beamline at
greater distances from the point of interaction. Figure 2.1 presents an illustrative
representation of the CMS detector.

2.2.1 Solenoid Magnet

The CMS experiment is designed to be a state-of-the-art, compact detector system
emphasizing the muon subsystem. A significant magnetic bending power is essential
to achieve high precision in muon momentum measurement. The CMS magnet facil-
itates this. Comprising a superconducting Niobium-Titanium solenoid, it generates
a uniform magnetic field of 3.8 T at its core and conducts an electrical current of
18 kA. The energy stored in the magnetic field amounts to 2.4 GJ. The solenoid’s
length of 13 m and diameter of 5.9 m accommodate the tracking system and the
calorimeters. The magnetic field outside the solenoid is guided back by an iron yoke,
providing structural support for the detector.



2.2 Detectors and subsystems 24

2.2.2 Tracker

Encircling the beamline, the innermost detector has a radius of 130 cm, handling
the higher flux of particles [133]. Its crucial function is to record the paths of
charged particles with outstanding resolution while causing minimal interference
with their natural trajectories and kinematic details. Composed of silicon-based
sensors, the tracker is sectioned into the Pixel and Silicon Strips detectors. The
Pixel detector consists of four barrel layers in a cylindrical arrangement and three
endcap disks, each constructed from hybrid pixel detectors measuring 100 x 150
mm2; its furthest transverse reach is 16 cm, and the endcaps are located within 50
cm of the interaction zone. The Silicon Strips detector extends to a transverse radius
of 1.2 m, within a pseudorapidity range of |η| < 2.5. Strips within this detector
have a thickness between 320 µm and 500 µm, and the spacing between them varies
from 122 µm to 205 µm. The silicon’s high segmentation and sensitivity enable
position measurements within the layers to a precision of about 10 µm, essential for
reconstructing accurate particle tracks through the tracker’s various layers.

2.2.3 Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) [58] is a scintillating homogeneous calorime-
ter with a radius between 1.2 and 1.8 meters, and it is used to measure the energy
released by electrons and photons. It is composed of lead tungstate (PbWO4), and
it is divided into two geometrical regions: the barrel, the central region, composed
of 61200 crystals, and the endcaps, two sections that delimit the barrel laterally,
composed by 7324 crystals each. Figure 2.2 shows a schematic view of its structure.

The choice of this material is due to the requirement of high granularity, good

Figure 2.2. Schematic view of a quarter of the ECAL system in the (r, z) plane [60].

energy resolution, and high radiation resistance, all characteristic features of PbWO4
crystals. In fact the PbWO4 has

• interaction length (X0) [135] of 0.89 cm, thus the electromagnetic shower is
completely contained longitudinally in the 23 cm crystal;

• low Moliere radius (Rm) [135] of 2.2 cm, ensures lateral shower containment
and, therefore, allows for the realization of a detector with high granularity;
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• is a fast scintillator: the scintillation decay time is of the same order of
magnitude as the LHC bunch crossing time (25 ns), enabling ECAL to measure
the particles energy with a little overlap between signals from different bunch
crossing;

• good radiation resistance.

The crystals are read out by avalanche photodiodes (APDs) in the barrel region and
vacuum phototriods (VPTs) in the endcaps. A preshower system is placed before
the endcap sections of ECAL to separate photons from the primary vertex from
those coming from a π0 in-flight decay, which could be misreconstructed as a single
photon.
The energy resolution of a homogeneous electromagnetic calorimeter is [61]:(

σE

E

)2
=
(

a√
E

)2
+
(

b

E

)2
+ c2 (2.3)

Where:

• The first term is the stochastic contribution, which considers fluctuations in
the number of collected photoelectrons. These fluctuations include number of
photons emitted, the number of photons collected, and the quantum efficiency
of the photodetector;

• the second term is due to electronic noise in the readout system. The contri-
bution depends on the instantaneous luminosity and on η;

• The third term, dominant at high energy, considers several effects, including
calorimeter calibration and other systematic uncertainties.

The energy resolution in the barrel, for electrons, is measured to be [9]:
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The relative resolution with respect to the particle energy goes from 1.5% to less
than 0.4% [9]. In the ECAL, energy deposits from electromagnetic showers are
analyzed to ascertain information about the centroid position. Since these showers
yield varying energies across the crystals, the centroid position is computed as the
energy-weighted average position of the crystal.

2.2.4 Hadronic calorimeter

The hadronic calorimeter (HCAL) [59] measures the energy of hadrons produced in
pp collisions and, in combination with ECAL, also the missing transverse energy flow.
The design of HCAL originates from the necessity of containing the hadronic shower
inside the volume of the detector, which occupies the limited space between the ECAL
and the solenoid. Contrasting with ECAL, HCAL employs a sampling methodology,
integrating passive absorbing layers with active detection layers. Although this design
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does not measure the energy deposited in the absorbing material, it is beneficial for
its compactness and capacity to absorb hadronic shower radiation.
The HCAL’s absorption layers are made of brass for their optimal interaction length,
mechanical robustness, and non-magnetic nature, preventing interference with the
CMS magnet’s field. The active layers consist of plastic scintillators emitting prompt
photonic signals upon particle interaction. These photons are then captured by
fibers that shift the wavelength. Structurally, HCAL is divided into six segments:
the central barrel (HB), a pair of endcaps (HE), two forward sections (HF), and an
extra outer layer surrounding the barrel next to the magnet coil (HO). Figure 2.3
shows the detailed HCAL longitudinal section layout.
The barrel part, HB, spans a pseudorapidity range of |η| < 1.4 and is arranged

Figure 2.3. Longitudinal view of HCAL [96].

into towers, aiding in pinpointing the incident particles’ entry and trajectory from
the observed showers. The endcaps, HE, extend the coverage to 1.3 < |η| < 3.0,
matching HB’s granularity to facilitate corrections for escaping hadronic showers
from high-energy particles. These corrections are crucial, especially for energies
surpassing 500 GeV, to avoid affecting the muon detectors. The HO layer is added
to the HB, enhancing one radiation length to the calorimeter. HF, composed of
steel/quartz fibers, covers 3.0 < |η| < 5.0. It is crafted from distinct materials due to
its distant placement from the CMS magnet’s center and high exposure to particles
from shallow-angle pp collisions.
The HCAL’s collective energy resolution for single pions can be expressed as:

(
σ

E

)
=
(

52.9%√
E(GeV)

)2

+ (5.7%)2. (2.5)

Here, the noise component is considered negligible. HCAL’s energy resolution
substantially exceeds ECAL’s, so it predominantly influences the combined resolution
in the analyses involving both HCAL and ECAL measurements.
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2.2.5 Muon system

The muon system [137] is the outermost of the CMS subdetectors. It has the aim
of detecting muons, the only charged particles which are able to pass through the
calorimeters without being absorbed. It is placed outside the magnet coil, and it has
a pseudorapidity reach of |η| < 2.4. It is subdivided in a barrel and two endcaps:the
barrel covers the region of 0 < |η| < 1.2, and the endcaps the region 1.2 < |η| < 2.4.
Both regions are made of four layers of measuring stations, embedded in the iron
of the magnet return yoke, where the return field of the solenoid is about 1.5 T. A
sketch of the muon system is shown in Fig. 2.4.
Different experimental techniques in different regions of the detector are used:

Figure 2.4. Layout of one quarter of section the CMS muon system [137].

• Drift tubes (DT): This kind of detectors is used in the central part of the
muon system. Each chamber is made of twelve 4-cm-wide tubes containing a
stretched wire within a gas volume.

• Cathode strip chambers (CSC): In the endcap region, where particle multiplicity
is higher, arrays of anode wires, crossed with cathode strips, within a gas
volume are used for muon detection.

• Resistive Plate Chambers (RPC): Both barrel and endcaps are equipped with
this fast gaseous detectors. They consist of two parallel plates separated by a
gas volume. Their excellent time resolution (3 ns) makes them suitable to be
used also as fast high-efficiency triggers.

2.2.6 Trigger system

The LHC generates bunch crossings at a rate of 40 MHz, corresponding to a 25 ns
interval. The CMS, however, has a data storage capacity for proton-proton collision
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information at around 2 GB/s, which translates to an event rate of approximately
1 kHz, assuming an average event occupies about 2 MB. Recording every collision
event produced is beyond the CMS’s capability, as most low-energy collisions do
not contribute significantly to the CMS physics objectives. Therefore, a trigger
mechanism [67] is imperative to isolate the noteworthy events from high-energy
parton-parton collisions. The CMS trigger system employs a dual-tiered approach to
decrease the event frequency from 40 MHz to roughly 1 kHz. This system comprises:

• A Level-1 (L1) trigger [82], constructed from hardware processors that execute
rapid logical operations on signals from the sub-detectors.

• A High-Level Trigger (HLT) [165], a software-based system hosted on a multi-
processor computing farm, analyzes reconstructed data for decision-making.

The L1 trigger mitigates the initial event rate to near 100 kHz within a latency period
of 3.2 microseconds, leveraging high-resolution data from calorimeters and muon
detectors. It retains essential event characteristics in pipeline memory, employing
various algorithms to summarize the event data. Events that pass the L1 criteria are
passed to the HLT for detailed analysis. The HLT further reduces the output rate
to about 1 kHz. It is an array of computers running high-level physics algorithms
designed to identify particular event structures, with each algorithmic path dissecting
and making decisions based on complex data attributes. The modularity of the HLT
allows for dynamic adaptation, ensuring the utmost adaptability of the software.
These HLT paths, constructed with the objective of swift regional reconstruction
and prompt rejection of non-essential data, prioritize rapid processing and storage of
significant events in distinct Primary Datasets (PD) for subsequent offline analysis.
For instance, events that include high transverse momentum muons are cataloged
in the SingleMuon dataset, contingent on meeting the HLT’s predefined selection
criteria.
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Chapter 3

Leptoquark signal generation
and kinematics

This chapter describes the signal generation of a scalar LQ from a lepton induced
process and the kinematics of the particles associated with the LQ decay process.

3.1 Event generation
Scalar leptoquark signal datasets are generated at the NLO level through POWHEG
[130] and undergo parton showering (as described in Sec. 1.3.2 ) via HERWIG [41].
The initial generation phase utilizes POWHEG, which manages various leptoquark
flavor combinations characterized by distinct masses and coupling strengths. The
simulation output is formatted as Les Houches Event (LHE) files, where a num-
ber uniquely identifies each particle by the Particle Data Group (PDG) particle
numbering convention. The models used and lepton PDFs (LUXlep-NNPDF31
nlo_as_0118_luxqed) are referenced in [46, 44]. At present, there is no established
framework for vector leptoquark simulations for this lepton-induced process, so
no vector leptoquark model can be probe from a single production lepton-induced
process. Each particle is described by a four-vector representing its physical proper-
ties and an associated mass value. After LHE file generation, HERWIG takes over
for parton showering, furnishing a comprehensive depiction of the particle process.
HERWIG’s parton shower capabilities extend to having leptons in the initial stage
of the process, such as the ones under investigation in this study. These output files
are subsequently integrated into the full CMS simulation and reconstruction pipeline
via Geant4 [115] to be utilized as a signal model for a CMS analysis.
We study two different signal hypotheses: a LQ coupling to u quark and b quark.
Datasets are created for b (bµ) and u (uµ) couplings at different mass and λ values.
Production cross-sections with solely b couplings are roughly an order of magnitude
lower than those for u couplings; this discrepancy is attributed to the production
side involving sea quarks rather than valence quarks, due to a higher probability
for valence quark to carry a higher fraction of the proton momentum as shown in
Figure 1.6. Mass values in the light and heavy quark scenarios are 700, 1000, 1500,
2000, 2500, 3000, 3500, 4000, 4500, and 5000 GeV. The couplings generated for each
mass are 0.1,0.5,1.0,1.5,2.0. In order to probe intermediate masses and couplings an
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interpolation procedure is used, as described later in Section 6.3.1.
Since the experimental signature and efficiency are similar for all light quarks (u,d,s),
the datasets are generated with only u couplings. Therefore, with the u datasets and
rescaling to the different cross sections, it is, in principle, possible to interpret the
result with different quark hypotheses. Due to the entirely different experimental
signature, the top quark case is not studied in this dissertation.

3.1.1 Leptoquark mass distributions

The LQ mass distribution is a convolution of the PDF (manifesting itself as a
tail in the distributions) of the initial quark and lepton (Equation 1.12) with the
cross-section of a hard-scattering process (manifesting itself as a peak) described
with a Breit-Wigner, which is used to parameterize the resonant peak [153]. The
Breit-Wigner is parametrized as:

A(s) ≈ α

M2
BW − s − iMBW ΓBW

, (3.1)

where α contains the information on the coupling of the initial and final state, MBW

is the mass of the resonance, ΓBW is the width of the resonance and s is the center
of mass energy.
Narrow resonances with different widths characterize the LQ mass distribution
depending on the coupling and mass hypotheses. The absolute width (Γ) for a scalar
LQ is described by Equation 1.19, from which we can compute the relative intrinsic
width:

Γ
MLQ

= λ2

16π
, (3.2)

The relative intrinsic width for different coupling hypotheses is reported in Table
3.1. Figure 3.1 shows the LQ mass distribution for several mass hypotheses, and, as
expected, the resonance becomes wider with the increase of the LQ mass hypotheses.
The tails at low mass are due to the convolution of the PDF with a Breit-Wigner
(parametrizing the cross-section of the hard scattering process), as explained before.
Fig 3.2 shows the invariant mass distribution at the generator level for three coupling
hypotheses and MLQ = 4 TeV. The tails at low mass for higher couplings are
again due to the convolution of the PDF with a Breit-Wigner (parametrizing the
cross-section of the hard scattering process), as explained before. This becomes
more evident for the heavy quark hypothesis where, due to a higher PDF with a
smaller proton momentum fraction for the b quark with respect to the u quark in
the proton, the tails are more enhanced than the light quark.

3.2 Kinematic distributions
This section will describe the kinematics of the particles associated with the LQ decay
process. Due to its unique experimental signature, the LQ decays into a lepton and a
quark (which will be reconstructed as a jet, as explained in Sec 4.2). We denote the
momenta of the decay products, the muon and the quark, as pµ and pq, respectively.
Since MLQ is at the TeV scale, the final state will be composed of a high-pT quark
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Figure 3.1. LQ mass distribution for different MLQ and λuµ = 1.

Figure 3.2. Invariant mass distribution of the muon-jet system at generator level for
different couplings hypotheses and Mµjet = 4TeV for a LQ produced by a light quark
(heavy quark) on the left (right).
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λ Γ/M

0.1 0.2%
0.5 0.5%
1.0 2%
1.5 4.5%
2.0 8%

Table 3.1. The ratio of width to mass as a function of the coupling constant λ.

Figure 3.3. Transverse momentum distribution of leading jet (muon) for different MLQ and
λuµ = 1 on the left (right). The tails at low pT are due to the convolution of the PDF
with a Breit-Wigner (parametrizing the cross-section of the hard scattering process) as
for the invariant muon+jet mass distribution.

and muon. Figure 3.3 shows the distribution of the quark and muon coming from
the LQ. The distribution peaks at MLQ

2 , with some tails at lower pT . Given the LQ’s
substantial mass, it is typically produced almost at rest and with small transverse
momentum. The lepton and the jet are expected to have substantial azimuthal
angular separation. Figure 3.4 displays the ∆ϕµq distributions for various mass
hypotheses. The distribution has a peak at around π, which indicates a back-to-back
production of the two objects. Due to the kinematic of a two-body decay, the module
of the transverse momentum of the quark is approximately the same as the muon.
The ratio between the muon pµ

T and the jet pjet
T has to peaks around at one, with

some lower tails, as can be seen in Fig 3.5.
In the experimental signature, we do not expect neutrinos in the final state (since

we are assuming β = 1); therefore, if we could reconstruct perfectly the event, no
missing transverse energy (MET), defined in the next chapter, would be expected.
It is also interesting to study the properties of the second muon produced from the
initial state photon (see Figure 1.13 with Feynman diagram), which usually has
a lower pT than the one coming from the LQ, as illustrated in Figure 3.6 (left).
Moreover, this low-pT muon usually has a greater η. Figure 3.6 (right) shows the
distributions of η for both muons. Due to the large η, the second muon may often
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Figure 3.4. Distribution of the angle ∆ϕµq between the leading muon and the leading jet
for different MLQ and λuµ = 1.
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Figure 3.5. Distribution of the ratio of the transverse momentum of the leading muon and
leading jet for different MLQ and λuµ = 1.
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be out of the tracker acceptance (|η| < 2.4) and thus it is not detected.

Figure 3.6. Transverse momentum distributions (η) for leading muon and second muon for
MLQ = 1 TeV and λuµ = 1 on the left (right).

3.2.1 Signal cross sections

LQ can, in principle, couple to both valence or sea quarks depending on the specific
LQ model considered. The cross-section for valence quarks, i.e., the quarks con-
tributing to the quantum numbers of a hadron, is greater than the one for sea quarks,
as reported in Table 3.2. For the sea quarks, the cross-section decreases increasing
the mass of the quark (ms > mc > mb). Both these cross-section properties are due

mLQ = 3 TeV, λ = 1 σ [fb] ±5% [44]
uµ 0.572
dµ 0.242
sµ 0.0419
cµ 0.0251
bµ 0.0123

Table 3.2. Cross section depending on LQ-quark coupling.

to the PDF of the quarks inside the proton (as can be seen in Figure 1.6).
Fig 3.7 left (right) shows the value of the cross-section as a function of the mass
(coupling) of the resonance, and, as expected, it decreases with the mass and increases
with the coupling.

The total cross-section for the lepton initiated process for MLQ ∼ 1 TeV is ∼ 2 times
greater than the one for the gluon-initiated process. Even if the PDF for a gluon
in the initial state (Figure 1.6) is approximately 1000 to 20000 times larger than
the lepton PDF (Figure 1.12), the enhancement due to the resonant production
of a LQ with respect to an off-shell quark is such that the lepton-induced process
is more probable. For higher LQ mass hypotheses, as can be seen in Table 3.3,
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λuμ

Figure 3.7. Cross sections (in pb) of for u-µ LQ couplings as function of MLQ (λuµ) on
the left (right).

the enhancement due to the resonant production becomes greater, such that for
MLQ = 3 TeV, the lepton-induced production cross-section is ∼ 25 time bigger than
the gluon induced one. The results are the same considering different couplings or
leptons in the initial state [44].

σlepton
σgluon

mLQ[GeV] λ = 0.1 λ = 0.5 λ = 1.0
1000 1.7 1.7 1.7
2000 7.6 7.6 7.6
3000 26.0 26.3 25.6

Table 3.3. Cross section ratio of lepton-initiated and gluon-initiated single-leptoquark
production (uµ) production for different couplings and masses.



37

Chapter 4

Event reconstruction

This chapter describes the reconstruction of physics objects, focusing on the recon-
struction of high-pT muons and jets.

4.1 The Particle Flow algorithm
The CMS detector employs a comprehensive particle identification strategy using the
Particle Flow (PF) [70] algorithm to reconstruct and identify all the stable particles
produced in a proton-proton collision. It runs on an event basis to match groups
of tracks and deposits and identify the particles that have caused them. To do so,
it mainly relies on an efficient and pure track reconstruction, clustering algorithms
that are able to distinguish overlapping showers, and a linking algorithm to build
relations among different deposits.
At first, the tracks of charged particles are reconstructed from the points of their

trajectory recorded by the silicon tracker. The tracker also combines the tracks
information to reconstruct the points (vertices) where the pp interactions took place.
The vertex with the most high-energetic tracks associated is called the primary (or
leading) vertex. A 3.8 T magnetic field generated by the CMS solenoidal magnet
bends the particle trajectories. The bending of the tracks allows precise measurement

Figure 4.1. Schematic view of how Particle Flow reconstructs the various candidates [157].
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of the pT of charged particles. The energies of photons and electrons are measured
by ECAL (as described in Section 2.2.3), with excellent resolution, while the energy
of hadrons is measured by the CMS hadronic calorimeter HCAL (as described in
Section 2.2.4), with a contribution of ECAL for charged hadrons. Muons, besides
the neutrinos, are the only particles that escape the calorimeters and their track is
reconstructed in the muon chambers (as described in Section 2.2.5).
For each event, the algorithm builds the list of reconstructed objects (blocks)
with their relations and kinematic parameters. This list represents a global event
description, and it allows the rejection of soft contributions and the identification of
relations among particles.
The reconstruction process of the PF algorithm incorporates several types of blocks,
each corresponding to different particle candidates:

• Electron candidates are extrapolated from correlations between charged tracks
and one or more ECAL clusters.

• Charged hadron candidates emerge from charged tracks aligned with calorime-
ter clusters, either ECAL or HCAL, that do not meet the electron candidate
criteria.

• Photon candidates are discerned from ECAL energy deposits that lack an
associated charged track.

• Candidates for hadronic particles in the forward regions are deduced from
energy deposits within the hadronic forward calorimeters. The classification
as hadronic or electromagnetic is based on the depth profile of the energy
dispersion.

• Muon candidates are deduced with high precision by integrating information
from the tracking system and the muon chambers.

The compilation of the Particle Flow (PF) Candidate list is designed to reflect
the Particle Flow algorithm’s analysis of a proton-proton collision event within the
CMS framework. This list is an effort to reproduce the actual particle composition
of the event as accurately as possible. Comprehensive data on the momentum and
energy of the PF Candidates are meticulously recorded and made available for
analysis. Jet reconstruction within CMS is achieved by combining PF Candidates
through a variety of clustering methodologies, discussed in the next section.

4.2 Jet reconstruction
Jets observed by the detectors are not physical objects but are the experimental
signatures of a quark and a gluon undergone through a hadronization process, as
described before. Therefore, the process of defining jets introduces a degree of
subjectivity as different algorithms employed to cluster PF Candidates into jets can
influence the inferred jet attributes, such as momentum, energy, or spatial extent.
The prototypical objective is for the jet’s four-momentum to replicate that of the
originating parton. Although this is only true to some approximation, contingent



4.2 Jet reconstruction 39

upon theoretical and empirical guidelines that shape algorithm development, aiming
to align jet characteristics with those of the progenitor parton as closely as feasible.
Crucial for any robust jet clustering algorithm are two characteristics: infrared and
collinear (IRC) insensitivity. An algorithm is infrared insensitive if the incidental
emission of soft gluons during hadronization does not perturb the jet clustering
outcome. Conversely, an algorithm exhibits collinear insensitivity if it remains
unaltered when a parton bifurcates into two (e.g., a gluon branching into a quark
pair).
Sequential recombination algorithms constitute a comprehensive suite of IRC-safe
methodologies for jet clustering. This family encompasses the kt [109], Cam-
bridge/Aachen [106], and anti-kt algorithms [47]. These algorithms typically agglom-
erate pairs of particles when a specifically defined metric, related to the transverse
momentum of the particles and denoted as kT,i, falls below a predetermined threshold.
Distances are measured in two fashions: one between pairs of particles i and j and
another between a particle and the beamline.

Figure 4.2. Illustration of different jet clustering algorithms [47].

The distances are articulated as follows:

dij = min(k2p
T,i, k2p

T,j)
∆R2

ij

R2 , diB = k2p
T,i, (4.1)

where ∆Rij = (yi −yj)2 +(ϕi −ϕj)2, with kT,i, yi, and ϕi representing the transverse
momentum, rapidity, and azimuth of particle i, respectively. Parameters R and p
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are algorithm-specific constants.
The operational steps for sequential recombination algorithms are:

• Compute the distances diB and dij for each particle and pair of particles.

• The minimum of all diB and dij is designated as dmin.

• If dmin is a dij , the particles i, j are merged into a single protojet by summing
their four-momenta.

• If dmin is a diB, the particle is considered non-mergeable and is excised from
the list, with the remaining particles reevaluated.

• Iterate the algorithm, using the resulting protojets as new inputs until only
non-mergeable entities remain.

The output from jet clustering algorithms is an ensemble of jets characterized by
their four-momenta, as determined through the sequential recombination process.
The parameter R known as the distance parameter, correlates with the jet’s spatial
expansion. A larger R value decreases the distance dij relative to diB, leading to
the amalgamation of more particles into a jet. The radial extent of the jet in the
ηϕ-space is analogous to the R parameter utilized in the clustering process.
The parameter p dictates the clustering algorithm’s nature: p = 1 yields the kT

algorithm; p = 0 aligns with the Cambridge/Aachen algorithm; and p = −1 results in
the anti-kT algorithm. In the kT algorithm, low-energy particles are clustered initially,
followed by higher-energy ones. This order is inverted in the anti-kT algorithm. The
Cambridge-Aachen algorithm, with p = 0, operates purely geometrically. Figure 4.2
demonstrates the distinctive behavior of these algorithms, with the anti-kT algorithm
typically producing jets with more defined boundaries.
CMS analyses usually utilize the anti-kT algorithm with parameters R = 0.4 (AK4)
or R = 0.8 (AK8). The PF algorithm retains all jet constituent properties, permitting
jet reclustering with different algorithms or distance parameters. The FASTJET
package is commonly employed for kT algorithm-based clustering [48].
For this analysis, we expect a high-pT jet in the final state, which is the experimental
signature for the quark decaying from the LQ. We use standard AK4 jets, with
R = 0.4 and pT >100 GeV. So, any jets that spatially overlap with isolated and
fully identified electron or muon candidates within ∆R < 0.4 are excluded from
consideration [140, 134]. The typical energy resolution for these objects is 5% for jet
with pT > 100 GeV. Jet energy scales have uncertainties of the order of 1 - 2% [68].

4.2.1 Jet Energy Calibration

In this section, we will discuss the jet energy corrections (JEC), which are a set of
tools to correct the jet energy for the many effects that modify it, first above all the
non-linearity of the response of CMS calorimeters.
The CMS collaboration adopted a factorized solution to the problem of JECs, where
each level of correction takes care of a different effect. Each level consists of a scaling
of the jet four-momentum with a scale factor (correction) which depends on jets pT

and η. The levels of correction are applied sequentially (the output of each step is
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the input to the next) and with a fixed order, following the scheme shown in Figure
4.3:

• The first step in jet calibration is to estimate and subtract the energy not
associated with the hard scattering interaction, i.e. coming from pileup (PU)
and noise. Section 4.5 will describe the PUPPI method, adopted for the
mitigation of pileup effects;

• The second step, the simulated response corrections, accounts for detector
non-uniformity and is derived from PU corrected jets.

• The last step, the residual corrections for data, corrects the residual difference
between data and simulation after the application of the other corrections.
Figure 4.4 shows the ratio between residual correction evaluated on data/MC
for collision data as a function of the pT of the jets.

Figure 4.3. Consecutive stages of jet energy corrections, for data (upper row) and simulation
(lower row) [88].

For further details on the JEC evaluation methods and on the performances on 13
TeV data the reader can refer to [80, 69].

4.3 Jet b-tagging
To identify the jets from a b quark, CMS uses the DeepJet algorithm [72]. DeepJet
uses a deep machine learning algorithm, and the discriminating variables exploit the
fact that long living particles, such as B-hadrons, travel a considerable distance from
the primary vertex before their decay happens. The Impact Parameter (IP), Figure
4.5, is the variable used to define the distance between the primary and secondary
vertices. The typical value for the B-hadrons corresponds to cτ ∼ 450 µm that, in
CMS, can be measured with precision between 30 µm and hundreds µm depending
on the pT of the hadron.

The AK4 jets are considered to be coming from b-quark if they pass a given
threshold on the value of DeepJet [95], which is defined based on the selection
efficiency of b-originated jets and the mistagging efficiency of light quark-originated
jets. The chosen working point is "Medium", meaning it provides a misidentification
probability of less than 1% [95].

4.4 Muon reconstruction
In the CMS detector, the local reconstruction of muon tracks utilizes data from
individual muon chambers — such as RPC, CSC, or DT — to detect the trajectory
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Figure 4.4. Global fit to the ratio of the jet response (line with yellow band) using the
contribution of different SM process for full Run2 data [10].

Figure 4.5. Illustration of a heavy-flavour jet with a secondary vertex (SV) from the decay
of a b or c hadron resulting in charged-particle tracks (including possibly a soft lepton)
that are displaced with respect to the primary interaction vertex (PV), and hence with
a large impact parameter (IP) value [72].
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of muons. When traversed by muons or other charged particles, the chambers
experience ionization of the contained gas, generating electrical signals along the
detector’s wires and strips [135]. These electrical pulses, routinely referred to as
"hits", are spatially precise and are interpreted using an array of algorithms tailored
to the specific technology of the detector. Each hit’s exact position is deciphered
from these signals, enabling the reconstruction of particle paths.
In CMS’s established protocol for reconstructing events from proton-proton interac-
tions, tracks are initially determined separately in the inner tracker and the muon
detectors. These are referred to as tracker tracks and standalone muon tracks,
respectively, and subsequently merged to enhance muon track reconstruction [167].
Tracker tracks are built using an iterative approach, running a sequence of tracking
algorithms, each with slightly different logic. After each iteration step, hits that have
been associated with reconstructed tracks are removed from the set of input hits to
be used in the following step. This approach maintains high performance and reduces
processing time[167]. Standalone-muon trajectories are deduced by harnessing data
from various muon subdetectors, utilizing a Kalman filter[132] approach to assimilate
all relevant CSC, DT, and RPC data along the path of a muon. The initiation of
this process relies on seed clusters composed of DT or CSC segment groups.
Conversely, tracker muon paths are generated in an "inside-out" fashion, starting
from the tracker tracks and extending towards the muon detectors, seeking alignment
with DT or CSC segments. A tracker track is deemed a muon track if it aligns with at
least one muon segment after extrapolation, contingent on the track having sufficient
transverse momentum (pT > 2.5 GeV). This matching utilizes local coordinates, with
specific criteria for the minimum allowable distance or uncertainty ratio between
the track and segment [167].
Global muon tracks are the product of an "outside-in" strategy, which matches
standalone muon tracks to tracker tracks. This amalgamation relies on the Kalman
filter to assess the compatibility of the standalone muon and tracker tracks based on
the kinematics of the muon trajectory extrapolated from the muon system to the
tracker and vice versa.
Tracker muons have high efficiency in regions of the CMS detector with less in-
strumentation (for routing of detector services), especially for muons with lower
transverse momentum (pT ). Tracker muons generally correspond to segments only
in the detector’s innermost station, enhancing the likelihood of accurate identifica-
tion by mitigating the risk of misidentifying hadronic shower remnants as muons.
The global muon reconstruction framework, utilizing standalone muon track data,
achieves substantial efficiency for muons traversing multiple muon stations, thereby
reducing misidentification rates relative to tracker muons. When the data from both
the inner tracker and muon systems are integrated, the measurement accuracy of
global muons’ pT is notably enhanced. This improvement is most apparent for pT

values exceeding 200 GeV. Standalone-muon tracks, in contrast, typically exhibit
poorer momentum resolution and greater inclusion of cosmic muons than their global
or tracker counterparts [167].
Experimentally, one can delineate the principal variances between high-transverse
momentum (high-pT ) and low-pT muons. The pT resolution of the reconstructed
trajectory degrades as the muon momentum escalates. Within a section of orbit
where the magnetic field B is nearly uniform, the pT quantification is dependent on
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B and the track’s curvature radius R:

pT [GeV] = |0.3B[T]R[m]|. (4.2)

The magnetic field is precisely monitored and maintained at a uniform value of 3.8
T within the solenoid’s tracking volume. The curvature radius R is computationally
derived from the track’s arc length L and the sagitta s of the track through the
relationship:

R[m] ≈ L[m]2

8s[m] , (4.3)

an approximation that holds when L/R ≪ 1 [83]. Consistent assignment of arithmetic
signs to R, s, and the charge q (in proton charge units) yields:

s[m] ≈ (0.3B[T]L[m]2)(q)
8pT [GeV] = (0.3BL2)

8 κ, (4.4)

where κ = q/pT is referred to as the (signed) curvature of the muon track.
As the pT increases and the sagitta in the tracker decreases, the enhancement of pT

measurements is feasible by using the large BL2 within both the tracker and the
muon system. This remains valid as long as the transverse momentum is sufficiently
high to prevent multiple Coulomb scattering in the calorimeters and steel flux-return
yoke of the solenoid from impairing the precision of the measurement [83]. High-
pT muon trajectory reconstruction and momentum quantification necessitate the
correlation of tracks reconstructed within the inner tracker and those within the
muon system, which are spaced over three meters apart, forming a global track.
Nonetheless, at TeV energy scales, the muon pT resolution may be influenced by the
alignment of the hits used for track reconstruction due to the diminished sagitta.
For a muon with substantial momentum traversing the magnet’s steel flux-return yoke,
the radiative energy losses, which encompass bremsstrahlung and the production of
electron-positron pairs, become significant relative to ionization energy losses. The
threshold energy for a muon in iron, designated as Eiron

c , where ionization energy
losses are equal with radiative losses, is approximately 300 GeV [152]. Beyond this
critical energy, as muons propagate through the steel interconnecting the muon
subsystems, radiative losses predominate. This process leads to the generation of
particle cascades, namely electromagnetic showers, potentially resulting in additional
hits within the muon detection apparatus. The occurrence of such showers exerts
a profound influence on muon detection performance metrics, including trigger
efficiency, track reconstruction fidelity, and the precision of pT measurements. The
muons showering is predominantly a function of their total momentum rather than
the transverse component, which is more frequently employed in physics analyses. For
muons with longitudinal momentum components, possessing a transverse momentum
(pT ) exceeding 200 GeV, it is possible for their energies to surpass the critical energy
for iron, denoted as Eiron

c [83].
This presence of additional particles resulting from electromagnetic showers can lead
to spurious signals within the muon detectors, resulting in extra reconstructed hits
and segments. These may be mistakenly incorporated by the path reconstruction
algorithm in lieu of the legitimate muon track fragments, or they could even render
the muon track reconstruction unfeasible. The high-pT requires careful treatment of
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the information from the muon system. A set of specially developed TeV-muon track
refits has been developed to address this issue: the “tracker-plus-first-muon-station”
(TPFMS) fit [83], the “Picky” fit [83], and the “dynamic truncation” (DYT) fit [83].
The momentum assignment is finally performed by the “TuneP” algorithm, which
chooses the best muon reconstruction among the tracker-only track, TPFMS, DYT,
and Picky fits [83].

Muon Identification

An array of metrics and selection parameters has been established to calibrate the
trade-off between reconstruction efficacy and signal purity in muon analysis. Variables
include the goodness of track fit expressed as a chi-squared value (χ2), the count of
hits associated with each track within the inner tracker or muon detectors, and the
alignment precision between the tracker and standalone muon tracks, particularly
for global muons. The compatibility of muon segments is quantified by extending
the tracker track into the muon detector system, considering the number of aligned
segments across stations and the accuracy of this alignment in both position and
orientation. The compatibility score spans from 0 to 1, where 1 denotes maximum
compatibility.
A specialized algorithm designed to detect discontinuities dissects the tracker track
at multiple points along its path. This kink-finding algorithm evaluates the two
resultant tracks from each division point, with a high χ2 suggesting that the tracks
represent separate trajectories. Additionally, other factors derived from outside the
reconstructed muon track are utilized, such as the congruence with the primary
vertex, identified by the vertex with the maximal sum of p2

T of its constituents.
Employing these determinants, muons are classified into principal identification
categories used in CMS physics analyses.
For this analysis, muon candidates must fulfill high transverse momentum (high-
pT) identification criteria [73]. Specifically, these high-pT ID muons need to be
categorized as global muons. The global muon track fitting should incorporate at
least one hit from the muon chambers, and segments must be detected in at least
two different chambers. The relative uncertainty on the best-fit track’s transverse
momentum (pT ) should be below 30%. Additional requirements include constraints
on the impact parameter close to the primary vertex: it must be less than 2 mm
in the transverse plane and less than 5 mm in the longitudinal direction. The
track should also include a minimum of one-pixel hits and traverse more than five
layers of the tracker with hits. These stringent conditions enhance the precision of
momentum measurements while minimizing potential contaminants like hadronic
punch-through, cosmic ray muons, and in-flight decays from mesons. Reconstructed
muons are additionally subjected to a condition on tracker-based relative isolation:∑

pT
(tracker tracks from PV)

pT (muon) . This condition is evaluated within a cone centered around
the muon track, defined by ∆R <

√
(∆ϕ)2 + (∆η)2 = 0.05.

These criteria meets the requirements described described in Table 4.1.
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Criterion Specification
Global Muon Identification ≥ 1 hit in a chamber, segments in ≥ 2 different chambers
Transverse Momentum Uncertainty pT uncertainty < 30%
Impact Parameter Constraints Transverse < 2 mm, Longitudinal < 5 mm
Minimum Pixel Hits ≥ 1 pixel hit
Tracker Layer Traversal > 5 layers with hits
Isolation Condition

∑
pT (tracker tracks from PV)

pT (muon) < 0.05
Table 4.1. Criteria for High-pT ID Muons Classification and Isolation.

4.5 Missing transverse energy reconstruction
According to momentum conservation, the net transverse momentum of all final-state
particles from pp collisions should balance to zero. The missing transverse momen-
tum (MET), denoted as pmiss

T , represents the discrepancy in momentum within the
plane perpendicular to the colliding beams. The magnitude of this vector, pmiss

T ,
serves as a crucial observable for inferring the presence of non-interacting particles
such as neutrinos originating from Standard Model (SM) processes involving W
and Z boson decays. Additionally, MET is instrumental in the search for hypothet-
ical dark matter candidates posited by theories extending the SM. The accurate
reconstruction and interpretation of pmiss

T are contingent upon the resolution of the
experimental apparatus, as it is affected by factors such as measurement errors,
misidentification of particle types, detector imperfections and PU.
The MET is reconstructed using the PUPPI (PileUp Per Particle Identification) al-
gorithm [77], an algorithm that removes charged particles with tracks not originating
at the primary vertex and downweights neutral particles based on the probability
that they originate from pileup. This probability is calculated considering the global
pile-up density as well as locally adjacent charged particles of the hard process [42].
The PUPPI algorithm exploits tracking information, local particle distribution, and
event pileup properties in order to assign an individual weight for each article (in our
case, to each PF candidate). The weights are in the range of 0 to 1 and represent
the degree to which PF candidates are likely to be produced from the leading vertex
(LV), i.e. the primary collision of interest. When applying the PUPPI algorithm
in object reconstructions, the momentum of each PF candidate is rescaled with its
weight accordingly.
The PUPPI algorithm starts with charged PF Candidates, allocating a binary weight
(either 1 or 0) based on the association of the candidate’s track to the vertex. Charged
PF candidates linked with the LV receive a weight of 1. If a charged PF candidate
is unaffiliated with any vertex and its longitudinal impact parameter dz is less than
0.3 cm, it is also granted a weight of 1. Otherwise, a weight of 0 is assigned.
For neutral PF candidates, the local shape descriptor α is defined according to the
surrounding PF candidates and it is defined as:

αi = log

 ∑
j ̸=i,

∆Rij<0.4

(
pTj

∆Rij

)2


{

for |ηi| < 2.5, j are charged PF candidates from LV
for |ηi| ≥ 2.5, j are all kinds of reconstructed PF candidates

(4.5)
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where ∆Rij is the angular distance in the η-ϕ space between the candidate i and
other candidates j and is computed as ∆Rij =

√
(∆ηij)2 + (∆ϕij)2. Figure 4.6

shows the α distribution for charged particles from the LV and the PU vertices and
for neutral particles with |η| < 2.5. Then Charged PF candidates from pileup and

Figure 4.6. Data-to-simulation comparison for the α distribution in the jet sample for
charged particles associated with the LV (red triangles), charged particles associated
with PU vertices (blue circles), and neutral particles (black crosses) for |η| < 2.5 [56].

all neutral candidates are evaluated using a χ2 like metric that measures their α
value’s consistency with the pileup profile of the event, enabling more effective pileup
mitigation. For the i candidate a large χ2

i suggests a significant αi, implying it is
likely coming from the LV. In the final step, the signed χ2 value is converted into a
weight using the following relation:

wi = F −1
χ2,NDF=1(χ2

i ), (4.6)

where Fχ2,NDF=1 represents the cumulative distribution function (CDF) of a χ2

distribution with one degree of freedom.
The PUPPI algorithm incorporates the individual PUPPI weights wi for the PF
candidates. It computes the pmiss

T by summing the weighted transverse momentum
vectors of all PF candidates, resulting in the following expression:

p⃗miss
T = −

∑
i

wip⃗T,i, (4.7)

where p⃗T,i is the transverse momentum vector of the i-th PF candidate, and wi is
the corresponding PUPPI weight. Figure 4.7 shows the PUPPI weight distribution
for neutral particles for both jet and the PU samples.
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Figure 4.7. Data-to-simulation comparison for the PUPPI weight distribution for neutral
particles in the jet sample (black crosses) and the PU sample (orange diamonds) [56].
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4.6 Electron reconstruction
Electrons generate signals within the tracker layers in the CMS detector through ion-
ization processes. They are then deviated by the solenoidal magnetic field arranged
orthogonally to the plane, leading to the generation of electromagnetic showers upon
entering the ECAL, where these showers are ultimately absorbed. Consequently, two
subsystems of the CMS detector are essential for reconstructing electron events: the
tracker, which measures transverse momentum, and the ECAL, which is responsible
for energy measurements.
As an electron moves through the CMS tracker and is influenced by the magnetic
field, its trajectory, governed by the Lorentz force, allows for determining the parti-
cle’s transverse momentum. Subsequently, the electron enters the electromagnetic
calorimeter. It is completely absorbed via the development of an electromagnetic
shower within ECAL lead-tungstate crystals, providing an energy measurement for
the impinging particle. The total electron reconstruction efficiency is reported in η
bins and for different pT ranges for simulated Drell-Yan processes samples and 2017
data in Figure 4.8.
Several algorithms are used sequentially to reconstruct electron candidates from the

Figure 4.8. Electron reconstruction efficiency versus η in data (upper panel) and data-to-
simulation efficiency ratios (lower panel) for the 2017 data-taking period. The vertical
bars on the markers represent the combined statistical and systematic uncertainties. The
region 1.44 < |η| < 1.57 corresponds to the transition between the barrel and endcap
regions of ECAL and is not considered in physics analyses [86].

measurement of scintillation light in each single crystal in the ECAL detector [87].
The first step builds the ECAL Rechits, the measurement of the amount of energy
deposited in each crystal at each bunch crossing. Following this, the PFClustering
algorithm develops rudimentary energy clusters by identifying and combining the
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crystals that exhibit peak energy levels, referred to as "seeds", with their adjoining
crystals. An electron, while passing through the Pixel and Tracker detectors, emits
bremsstrahlung photons that will leave a trace of small energy clusters in the ECAL
detector near the main impact point. To incorporate the energy contributions
from secondary clusters, thus enhancing the electron reconstruction, an additional
algorithm, named SuperClustering, has been developed.
The SuperCluster (SC) candidate is exclusively derived from local ECAL infor-
mation. In this framework, electrons are delineated by primary charged-particle
tracks converging to ECAL SCs. The Gaussian Sum Filter (GSF) algorithm, a
refined tracking approach, is applied to electrons to accurately parameterize their
tracks by considering the alterations induced by bremsstrahlung photon emissions
[8]. Additional ECAL clusters can be included in the SC if they are compatible
with secondary emissions and photon conversions from the main electron track. The
final object is called refined SC and is the baseline for the formation of electron
candidates. Following this foundational step, supplementary criteria are employed
to loosely identify isolated electrons and photons. An energy regression algorithm,
which operates on a semi-parametric Boosted Decision Tree (BDT) framework, is
utilized to integrate characteristics of the tracks and the ECAL energy deposits.
For an exhaustive exposition of electron reconstruction processes, one is directed to
consult the specified reference [87].

Electron Identification

In the CMS experiment, robust strategies for electron identification are paramount
to achieve high selection purity, particularly imperative for mitigating background
interferences.
Criteria tailored for electron identification within CMS target candidates presenting
a pT greater than 20 GeV, bifurcated into cut-based and multivariate methodological
frameworks. The former encompasses a sequence of defined thresholds over an array
of identification variables, embracing supercluster-to-track matching parameters, the
energy deposition ratio across the hadronic and electromagnetic calorimeters, and
isolation measures.
Particle isolation is evaluated by delineating a cone around the particle’s trajectory,
characterized by a radius ∆R, generally set to 0.3 or 0.4, within which the total
particle energy is aggregated. The isolation ratio I/ET quantifies how isolated the
particle is within the detector. These variables are particularly productive in electron
identification. They are designed to differentiate authentic electron events from those
stemming from alternative sources, such as pion misidentification. In high-energy
particle interactions, particularly those involving hard QCD processes, pions are
predominantly generated within dense jets and are consequently seldom found in
isolation. The abundance of jet events in such processes implies that the occurrence
of an isolated pion capable of depositing energy in the ECAL is notably rare. Despite
the rarity, it’s crucial to account for the fact that after implementing selective criteria,
a significant count of these isolated pion events may persist, warranting consideration
in the analysis.
In this analysis, we do not expect electrons in the final state since we are considering
LQs couplings with muons. Therefore, we need to identify electrons to veto events
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containing them properly. The Tight working point [87] for electron identification
was chosen to identify electrons and veto their presence in this analysis. The
requirements for the tight working point in the barrel region are shown in Table 4.2.

Variable Barrel
σiηiη < 0.010
|∆ηseed| < 0.025
|∆ϕin| < 0.022 rad
H/E 0.026 + 1.15

ESC
+ 0.0324ρ

ESC
Icombined/ET < 0.029 + 0.51 GeV

ET

| 1
E − 1

p | < 0.016 GeV−1

Number of missing hits ≤ 1
Pass conversion veto Yes

Table 4.2. Selection criteria for the Barrel category.
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Chapter 5

Data samples and event selection

5.1 Dataset and trigger selection
The analysis presented in this thesis uses pp collision data at a center-of-mass energy
of 13 TeV collected with the CMS detector at the LHC in 2016, 2017, and 2018,
corresponding to an integrated luminosity of 138 fb−1.
We search for a signal in a final state with at least a high-pT muon and a high-pT

jet almost back-to-back in the transverse plane. These events are collected in the
SingleMuon dataset, which is defined as the OR of different triggers, requiring that
at least a muon in the final state with a pT > 50 GeV is present. The muon with the
highest energy in the event is required to have a pT greater than 55 GeV, ensuring a
100% trigger efficiency.
The SingleMuon dataset is divided into different datasets, corresponding to 2 datasets
for the first year of data-taking (2016), 1 for 2017, and 1 for 2018. Operational
parameters at the LHC exhibited variations across the 2016, 2017, and 2018 dataset
years. The data taken during 2016 are split into two different datasets (called preVFP
and postVFP from now on) based on the different algorithms used to reconstruct
the tracks. Additionally, CMS subdetectors were calibrated periodically to address,
for example, alterations due to radiation exposure over time. Corrections of physics
objects [10, 76, 143, 142, 94] yield consistent distributions during the various datasets.
This uniformity allows for the consolidation and collective analysis of the datasets as
a singular entity, as done for the final results of this analysis (and explained later).
The trigger paths used in this analysis are listed in Table 5.1

5.2 Monte Carlo simulation

5.2.1 Background samples

The relevant background for the search here presented arises from SM processes
with at least one high-pT jet and muon in the final state: W+Jets, DY+Jets, top
production, and QCD multijet production. Another process, negligible with respect
to the others also at selection, is the lepton-induced lepton+jet SM scattering.
However, we generate signal samples using the same lepton PDF [46, 44] used for
the signal generation, with a model provided by the author of [45].
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Year Trigger

2016 HLT_Mu50
HLT_TkMu50

2017-2018
HLT_Mu50
HLT_OldMu100
HLT_TkMu100

Table 5.1. List of triggers used in this analysis. The triggers with "Tk" in the name are using
the tracker information only, while the others are using the global muon information (so
muon chamber + tracker). From 2017-2018 the trigger has been improved with a third
trigger path and a higher threshold for the pµ

T for the tracker-only trigger to increase
the trigger efficiency at high-pµ

T .

In this analysis, the background is estimated from data as described later in Section
6.2. The MC simulation is only used to optimize the analysis selection and to
describe the LQ signal.
The MADGRAPH5 aMC@NLO 2.6.5 event generator [17] is used for DY +jets and W +jets
processes. These are simulated at the NLO with the FxFx jet matching and merging
[113]. To increase the number of simulated events, samples binned in vector boson
pT are used.
The MADGRAPH5 aMC@NLO generator is also used for diboson production, while POWHEG
2.0 [147, 13, 14, 12, 114] is employed for tt̄ and single top quark productions. For
the QCD samples, the generator used is PYTHIA.
These generators are interfaced with PYTHIA 8.240 for parton showering and hadroniza-
tion and for the leptons decay. The PYTHIA parameters that affect the description
of the underlying event are set according to the CP5 tune [84]. The parton density
function (PDF) set used is NNPDF 3.1 [36, 35, 34]. Simulated events include addi-
tional proton-proton interactions per bunch crossing modeled to match the profile
observed in data. The simulations are processed through a GEANT4 [115] simulation
of the CMS detector. All the MC samples used are described in Table 5.2.

5.2.2 Leptoquark signal samples

The signal samples utilized are the ones described in Sec. 3.1. The samples generated
are listed in Table 5.3 and 5.4 with the relative cross sections. We have generated 2
model benchmarks (light and heavy quarks) for several LQ masses (from 0.7 TeV to
5 TeV) and couplings (from 0.1 to 2.0).

5.3 Preselection
Events are selected in the final state with at least a muon and a jet. Then, the
events are divided into two independent signal regions, depending on the number
of reconstructed (pµ

T > 7 GeV and |η| < 2.4) muons (1 or 2). From now on, the
leading muon (jet) is the reconstructed muon (jet) with the highest pT in the event.
The second muon will be called sub-leading muon and will be indicated with a 2 at
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Sample bin pT [GeV] cross section [pb]
QCD 80<pT <120 2336000
QCD 120<pT <170 407300
QCD 170<pT <300 103500
QCD 300<pT <470 6830
QCD 470<pT <600 551.2
QCD 600<pT <800 156.7
QCD 800<pT <1000 26.25
QCD 1000<pT <1400 7.465
QCD 1400<pT <1800 0.6487
QCD 1800<pT <2400 0.08734
QCD 2400<pT <3200 0.005237
QCD pT >3200 0.0001352
W+Jets inclusive 61526
W+Jets 100<pT <250 697.7
W+Jets 250<pT <400 25.18
W+Jets 400<pT <600 3.177
W+Jets pT >600 0.4946
tt̄ + jets - full leptonic inclusive 88.29
tt̄ + jets - hadronic inclusive 377.96
tt̄ + jets - semi leptonic inclusive 365.34
Single top - Single t, t channel inclusive 136.02
Single top - Single t̄, t channel inclusive 80.95
Single top - t + W + inclusive 35.85
Single top - t̄ + W − inclusive 35.85
Single top - s channel inclusive 3.376
Diboson - ZZ inclusive 16.52
Diboson - WZ inclusive 47.13
Diboson - WW inclusive 113.9
DY+Jets 0<pT <50 1402
DY+Jets 50<pT <100 375.3
DY+Jets 100<pT <250 91.79
DY+Jets 250<pT <400 3.495
DY+Jets 400<pT <650 0.4803
DY+Jets pT >650 0.04465
Table 5.2. The MC simulated samples used in the analysis with their cross-section.
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MLQ [TeV] Cross section [pb] λuµ

λ = 0.1 λ = 0.5 λ = 1 λ = 1.5 λ = 2
0.7 3.5 ∗ 10−3 8.7 ∗ 10−2 0.35 0.78 1.4
1.0 9.5 ∗ 10−4 2.4 ∗ 10−2 9.5 ∗ 10−2 0.21 0.38
1.5 1.8 ∗ 10−4 4.6 ∗ 10−3 1.8 ∗ 10−2 4.2 ∗ 10−2 7.6 ∗ 10−2

2.0 4.9 ∗ 10−5 1.2 ∗ 10−3 5.0 ∗ 10−3 1.1 ∗ 10−2 2.1 ∗ 10−2

2.5 1.5 ∗ 10−5 3.9 ∗ 10−4 1.6 ∗ 10−3 3.7 ∗ 10−3 7.1 ∗ 10−3

3.0 5.3 ∗ 10−6 1.3 ∗ 10−4 5.7 ∗ 10−4 1.4 ∗ 10−3 2.7 ∗ 10−3

3.5 1.9 ∗ 10−6 4.9 ∗ 10−5 2.1 ∗ 10−4 5.5 ∗ 10−4 1.1 ∗ 10−3

4.0 7.3 ∗ 10−7 1.9 ∗ 10−5 8.7 ∗ 10−5 2.3 ∗ 10−4 5.1 ∗ 10−4

4.5 2.8 ∗ 10−7 7.6 ∗ 10−6 3.7 ∗ 10−5 1.0 ∗ 10−4 2.5 ∗ 10−4

5.0 1.1 ∗ 10−7 3.1 ∗ 10−6 1.7 ∗ 10−5 5.3 ∗ 10−5 1.3 ∗ 10−4

Table 5.3. Cross-section values for different MLQ mass points and coupling λuµ. Uncer-
tainties on cross-section are of the order of ∼ 5% for this mass range.

MLQ [TeV] Cross section [pb] λbµ

λ = 0.1 λ = 0.5 λ = 1 λ = 1.5 λ = 2
0.7 2.7 ∗ 10−4 6.9 ∗ 10−3 2.8 ∗ 10−2 6.3 ∗ 10−2 0.11
1.0 5.3 ∗ 10−5 1.3 ∗ 10−3 5.4 ∗ 10−3 1.3 ∗ 10−2 0.023
1.5 6.3 ∗ 10−6 1.6 ∗ 10−4 6.7 ∗ 10−4 1.6 ∗ 10−3 3.1 ∗ 10−3

2.0 1.1 ∗ 10−6 2.8 ∗ 10−5 1.2 ∗ 10−4 3.2 ∗ 10−4 6.7 ∗ 10−4

2.5 2.4 ∗ 10−7 6.4 ∗ 10−6 3.0 ∗ 10−5 8.5 ∗ 10−5 1.9 ∗ 10−4

3.0 5.9 ∗ 10−8 1.6 ∗ 10−6 8.9 ∗ 10−6 2.8 ∗ 10−5 7.0 ∗ 10−5

3.5 1.6 ∗ 10−8 4.9 ∗ 10−7 3.1 ∗ 10−6 1.1 ∗ 10−5 3.1 ∗ 10−5

4.0 4.2 ∗ 10−9 1.6 ∗ 10−7 1.3 ∗ 10−6 5.5 ∗ 10−6 1.6 ∗ 10−5

4.5 1.1 ∗ 10−9 6.4 ∗ 10−8 6.6 ∗ 10−7 3.0 ∗ 10−6 9.1 ∗ 10−6

5.0 2.7 ∗ 10−10 3.0 ∗ 10−8 3.8 ∗ 10−7 1.8 ∗ 10−6 5.7 ∗ 10−6

Table 5.4. Cross-section values for various MLQ at and couplings λbµ. Uncertainties on
cross-section are of the order of ∼ 5% for this mass range.

the top in the labels. A first preselection is applied to all events in the SingleMuon
dataset and MC simulation matching trigger requirements. This preselection aims
to reduce the overall background while maintaining most of the signal events. To
pass the preselection, events have to satisfy the following criteria:

• We require 1 (or 2) muon in the final state, depending on the signal region -
Nµ=1 (2);

• pT of the leading muon (pµ
T ) has to be greater than 55 GeV to avoid the smaller

trigger efficiency characterizing muon with pT near the trigger threshold, thus
ensuring a ∼ 100% trigger efficiency;

• pT of the leading jet (pjet
T ) has to be greater than 100 GeV;

• The invariant mass of the µ+jet system (Mµjet) has to be greater than 300
GeV to remove events in the not interesting low mass region;
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• A veto on the presence of reconstructed electrons in the final state Nele = 0,
to remove the spurious top and diboson production events and avoid or reduce
potential overlap with other LQ analyses involving also electrons in the final
state;

• The ratio between the pT of the leading muon and jet has to be included
between 0.6 and 1.6 (0.6 <

pµ
T

pjet
T

< 1.6) and the azimuth angle between the
leading muon and the leading jet has to be greater than 2.5 (∆ϕµjet > 2.5).
These criteria are motivated by Figures 3.5 and 3.4, showing, respectively, the
distribution of the ratio betweenpµ

T and pjet
T and the distribution of ∆ϕµq for

various LQ hypotheses;

• Met significance ( MET√∑
ET

) has to be less than 10 GeV 1/2, to reduce the W+jets
and top production background which mainly contain neutrinos in the final
state. As stated above, our signal has no neutrinos, so the event’s missing
energy must be low. In an ideal detector, a non-zero value of the MET indicates
the presence of weakly interacting particles. Still, experimental effects such
as object misreconstruction, finite detector resolution, or detector noise can
produce a large MET in an event with no neutrinos in the final state. Since the
amount of MET in an event is approximately proportional to the square root
of the total transverse energy [19], it is interesting to look at MET significance,
which is defined as:

MET significance = MET√∑
ET

, (5.1)

where the
∑

ET is the sum of the total transverse energy of the event. For
signal events, this quantity is almost independent of the LQ mass. Therefore, it
is more suitable to make a single cut independent from the LQ mass hypothesis
and not introduce a dependence on the mass in the BDT training. The
distribution of both MET and MET significance are shown in Fig 5.1 for
different signal hypotheses, showing the latter one to be less dependent on the
LQ mass.

• We require at least one jet in the final state (Njet >=1);

• For the two muons signal region, we further require the invariant mass of the
two muons (Mµµ) to be greater than 110 GeV to reduce the DY+Jets events
around the peak of the Z.

The list with all the preselection criteria for both categories is presented in Table
5.5.
The signal efficiency for all the kinematic requirements is between 40 and 60% for
all signal hypotheses considered.

5.4 Background description
The relevant background for the search presented here arises from SM processes
with at least one jet and at least one muon in the final state.
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Figure 5.1. Distribution of MET (MET significance) for different MLQ and λuµ = 1 on
the left (right).

1 Muon signal region 2 Muons signal region
Preselection Criteria Requirement Preselection Criteria Requirement
Nµ = 1 Nµ = 2
Leading muon pT > 55 GeV Leading muon pT > 55 GeV
Leading Jet pT > 100 GeV Leading Jet pT > 100 GeV
Mµjet > 300 GeV Mµjet > 300 GeV
Nele = 0 Nele = 0
pµ

T /pjet
T 0.6 < · < 1.6 pµ

T /pjet
T 0.6 < · < 1.6

∆ϕµjet > 2.5 ∆ϕµjet > 2.5
MET√
SumET < 10GeV 1/2 MET√

SumET < 10GeV 1/2

Njet ≥ 1 Njet ≥ 1
Mµµ > 110 GeV

Table 5.5. Preselection criteria for 1 and 2 muon signal regions.

The most significant background contribution for the 1 Muon signal region comes
from W+jets production, where W decays leptonically. Figure 5.2 shows an example
of this process. This scenario typically involves one lepton with high transverse
missing momentum (pmiss

T ) and includes at least one jet that recoils against the W
boson. Since this process includes a neutrino in the final state, we can reduce it for
example by requiring a cut on the MET significance.
Other background contributions also arise from semi-leptonic tt̄ events, as well as
from single top (shown in Figure 5.3) and diboson productions. The top can decay
into a W boson in these processes, containing a non-negligible number of high-pT

jet and lepton in the final state.
Another background process is the QCD multijet production, where, in some cases,

a jet could be misidentified as a muon. Since the cross-section for QCD multijet
production is significant, its contribution is not negligible (although small), even if
the probability of identifying a jet as a muon is small.
For the two muon signal region, the main sources of backgrounds are processes with
two leptons, like fully leptonic tt̄ and DY+Jets, the latter shown in in Figure 5.4.
These processes can also contribute to the 1 Muon signal region when the second
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]

Figure 5.2. Feynman diagrams for W+jets production.

Figure 5.3. LO tt̄ production (single top) on the top (bottom).
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Figure 5.4. DY+Jets process at LO.

electron (muon) is not reconstructed according to the conditions established for the
electron veto (muon reconstruction).
Even if we estimate the background in a data-driven way, we use the MC to underline

the agreement between data and MC in some interesting kinematic distributions,
shown later in this chapter. This check is important to verify the quality of the
reconstruction and check the capability of the MC to reconstruct the data in the
phase space of this analysis.

5.4.1 Control regions

A control region is the phase space selected to isolate a specific physics process
from the signal, usually by requiring cuts orthogonal to the region of interest. Two
different control regions are defined: one for top production and one for Drell-Yan
processes. We defined these two control regions to compute a normalization factor for
the MC simulation. These scale factors are calculated to account for discrepancies
and align the simulated events with the observed data. They are computed by
normalizing the yield of the MC to the observed yield in each specific control region.
Then, they are applied to the MC simulation in the signal regions where the search is
performed. The scale factors are computed starting from the background processes
with less contamination from events of other background processes and signal ones.
The following control regions are defined:

• For top production, a muon and an electron in the final state are required
(Ne = 1 and Nµ = 1 ) on top of the other preselection cuts.

• For the Drell-Yan, on top of the other preselection cuts, in the final state, the
presence of two muons is required (Nµ = 2). Moreover, the invariant mass
of the two muons has to be included between 60 GeV and 110 GeV (60 GeV
< Mµµ < 110 GeV), corresponding to the peak of the Z boson.

Some distributions, after the scale factors are applied, are shown in Fig. (5.5-5.6)
for 2018 data. We can see a good agreement between data and MC in both control
regions for the distributions shown. In particular, in the Mµµ distribution for the
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DY+Jets control region, we see low signal contamination around the peak of the Z.
For the W+jets, events are taken at the preselection level (still fully dominated by
background), and data and MC in that region are compared. The scale factor is
computed with the preselection cut applied.
These scale factors are applied for the various datasets and are reported in the
table 5.6 for all the main background processes considered. The values are roughly
coherent with different years. The scale factors for W+Jets and DY+Jets are similar,
as we expect, given that they are similar processes and have a value ∼ 90% for all
years, while the tt̄ is compatible with 1. Only statistical uncertainties are reported.

Process 2016 (preVFP) 2016 (postVFP) 2017 2018
TTBAR 0.96 ± 0.06 1.02±0.06 0.97±0.07 1.00±0.04
DY+Jets 0.886±0.009 0.91±0.01 0.959±0.007 0.918±0.006
W+Jets 0.89±0.01 0.90±0.01 0.94±0.01 0.91±0.01

Table 5.6. Data/MC scale factors for various background processes.

5.5 Comparison between data and simulation
We conducted a thorough data check of the kinematic distribution for events that met
the selection criteria. Since we used the MC to optimize the signal, we verified the
agreement between the data and the simulations. The outcomes of this evaluation
are detailed in this section.
Figure 5.7 - 5.8 shows the distributions of several kinematic variables for the 2018
dataset. The distributions for other datasets are shown in Appendix A. Each data
distribution is compared to the corresponding one from the MC simulated samples
summed. The distributions for two examples of simulated signal samples are also
shown. Each simulated sample is generated with the 2018 conditions and scaled
to match the 2018 luminosity. The event distributions in data show an acceptable
level of agreement with those from MC simulated samples, ensuring that the data
sample is not affected by pathologies. Some distributions (as pµ

T or pjet
T ) are blinded

above 500 GeV at the preselection level in order not to look at the tails which are
sensitive to signal. The other distributions are not blinded since signal distribution
is relatively broad, and there is no possibility of introducing any bias by looking at
them at preselection stage.
The distribution of both pµ

T and pjet
T , Figure 5.7a, 5.7b, 5.8a and 5.8b, show good

agreement between data and simulation. The azimuthal angle between the lead-
ing muon and the leading jet (Figure 5.7d and 5.8d) shows a good agreement for
both 1 and 2 muons case, with the signal having a peak at π. The distribution of
pµ

T /pjet
T , Figure 5.7e shows the different distribution between signal and background;

in fact, the signal has a peak around 1, while the background processes show a
broad distribution. Figure 5.8e shows the transverse momentum of the second muon
pµ,2

T distribution, which is significantly lower than the leading muon, allowing for
a univocal choice of muon to use to compute the invariant mass of the leptoquark.
Figure 5.8f shows the difference in the pseudorapidity of the two muons, where
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Figure 5.5. Kinematic distributions for the top control region for the 2018 dataset.
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Figure 5.6. Kinematic distributions for the DY+Jets control region for the 2018 dataset.
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background processes peak around 0, while the signal has two broad peaks for higher
values of ∆ηµµ.
The Mµjet distributions for both 1 and 2 muon signal region - Figure 5.9a - 5.9b
- show the expected smoothly decreasing trend, which is in acceptable agreement
with the background prediction. The two signal samples shown correspond to a
cross-section of 1pb, about 100–1000 times the expected limit. The data are blinded
above 1 TeV to avoid looking at the tails which are sensitive to signal.
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Figure 5.7. Comparison between 2018 data and simulated samples for some interesting
distributions in the 1 Muon preselection signal region. The distributions of two simulated
signal samples are also shown. They correspond to signal hypotheses with MLQ= 1 TeV
λ = 1.0 and MLQ= 3 TeV λ = 1.0. The signal cross-section is set to a default value of 1
pb (to make signal histograms clearly visible in the plot). This value is two to three
orders of magnitude larger than the expected cross-section limit of this search. Both pµ

T

and pjet
T distributions are blinded above 500 GeV.
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Figure 5.8. Comparison between 2018 data and simulated samples for interesting distri-
butions in the 2 Muons preselection signal region. The distributions of two simulated
signal samples are also shown. They correspond to signal hypotheses with MLQ= 1 TeV
λ = 1.0 and MLQ= 3 TeV λ = 1.0. The signal cross-section is set to a default value of 1
pb (to make signal histograms clearly visible in the plot). This value is two to three
orders of magnitude larger than the expected cross-section limit of this search. Both pµ

T

and pjet
T distributions are blinded above 500 GeV, while pµ,2

T is blinded above 150 GeV.
The peak for the W+Jets samples present in some of the distribution are due to the
large weight for inclusive samples, due to the low statistic of these samples.
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Figure 5.9. Invariant mass of leading muon and leading jet system (Mµjet) in the 1 (2)
muon signal region at preselection on the left (right). The distributions of two simulated
signal samples are also shown. They correspond to signal hypotheses with MLQ= 1 TeV
λ = 1.0 and MLQ= 3 TeV λ = 1.0. The signal cross-section is set to a default value of 1
pb (to make signal histograms clearly visible in the plot). This value is two to three
orders of magnitude larger than the expected cross-section limit of this search. The
Mµjet distribution for both signal regions is blinded above 1 TeV.
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Chapter 6

Analysis strategy

This Chapter describes the analysis strategy for this LQ search. The final state
topology we are interested in is characterized by at least a high-pT jet and 1 or 2
muons. The next sections will describe the selection optimization, the categories
definition, the signal model, and the method used for the fit to the Mµjet spectra,
reporting the fit quality checks performed.

6.1 Selection optimisation
This analysis categorizes events according to the number of muons in the final state
(1 or 2). A Boosted Decision Tree (BDT) approach is designed to maximize the
significance of a potential LQ signal in data using the ROOT TMVA software [168].
This selection can also be done independently for each variable (a method commonly
called "rectangular cut"), with the advantage of clear physical meaning and simple
systematic uncertainties determination, but with the drawback of neglecting all the
information in the variable correlations. Multivariate analysis methods, such as
BDT, are used instead to perform event selection in a multidimensional approach to
exploit variable correlations and maximize signal sensitivity.
The BDT is the predominant multivariate method employed in this thesis for classify-
ing events into signal and background groups. It operates by constructing a decision
tree where each node executes a decision based on the value of a single variable,
typically resulting in a rectangular cut. However, the tree allows for diverse selection
paths, enabling multiple hyper-rectangular sub-selections in the multidimensional
parameter space. This flexibility permits the BDT to partition the parameter space
into several adaptive hyper-boxes that conform to the signal sample distribution,
unlike traditional rectangular cuts that define only a single hyper-box. The con-
struction of a BDT involves a critical process known as training. During training,
the BDT algorithm receives two distinct datasets representing pure signal and pure
background. The algorithm then optimizes all selection paths and cuts with the
inherent knowledge of the events’ categories. A subsequent testing phase assesses
the BDT’s effectiveness using independent datasets that are statistically separate
from those used during training. The BDT then classifies this mix of data, and the
classifier’s performance is evaluated post-implementation.
One challenge in BDT training is the potential for over-training, where the algorithm
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adjusts to the training data too closely due to an excess number of parameters
with respect to the number of events. To mitigate over-training, it is advisable to
moderate the BDT’s complexity by reducing its degrees of freedom, such as limiting
the number or depth of each tree.
It is noteworthy that over-training can lead to sub-optimal performance when the
BDT is applied to independent datasets, as the classifier may perform poorly due to
its excessive specialization. The BDT is particularly susceptible to this issue com-
pared to other multivariate techniques, given its highly adaptable decision-making
process. Monitoring for over-training involves comparing outcomes during the testing
phase with the training performance.

6.1.1 BDT training

The selected distributions for the optimization process must exhibit distinct charac-
teristics between signal and background shapes; hence, they are named discriminating
variables. To train the BDT, we used discriminating variables minimally influenced
by the LQ mass since the reconstructed LQ mass will be the final observable for
signal extraction. Subsequent sections will elaborate on the specific attributes of the
BDT for different final states and the criteria for determining the final categories.
The events for BDT training are split in half: one is used for training a BDT, while
the other is used for the testing process. The signal used in the BDT training is
a composite of various signal samples, incorporating all different LQ masses and
coupling values at the same time, and only the uµ samples. The input variables
are selected to minimize mass dependence, facilitating the mixing of samples with
different masses. The background for the training comprises a weighted mix of all
the different MC background samples described before except for the QCD, which is
excluded due to its small contribution after full selection and low statistics of the
samples. We train both signal and background with the total event weight, which
takes into account both the correction to the physics objects due to reconstruction,
ID, trigger efficiency and the generator weight due to NLO generation.
The input variables for the BDT are arranged by their importance, with the most
important ones listed at the top, and are presented in Table 6.1 for 1 muon and 2
muons signal regions. Figure 6.1 and 6.2 show the distributions of the discriminating
variables used as input for the BDT training for the 1 muon and 2 muon signal
region respectively.
Figure 6.3 left (right) shows the BDT output for both training and test datasets for

1 muon (2 muon) signal region. A good separation is visible between the background
and the signal. The BDT is not overtrained, as the training and test datasets are
compatible.

6.1.2 Optimisation of signal significance

Even though the input variables for the BDT were selected to have limited dependence
on the mass, the BDT distribution still has some variations for signal samples with
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Figure 6.1. Discriminating variables used as input of the BDT for the 1-muon signal region.
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Figure 6.2. Discriminating variables used as input of the BDT for the 2-muon signal region.

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8
BDT response

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2
2.2
2.4dx / 

(1
/N

) d
N

Signal (test sample)
Background (test sample)

Signal (training sample)
Background (training sample)

Kolmogorov-Smirnov test: signal (background) probability = 0.001 ( 0.49)

U
/O

-fl
ow

 (S
,B

): 
(0

.0
, 0

.0
)%

 / 
(0

.0
, 0

.0
)%

TMVA overtraining check for classifier: BDT

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8
BDT response

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2
2.2

dx / 
(1

/N
) d

N

Signal (test sample)
Background (test sample)

Signal (training sample)
Background (training sample)

Kolmogorov-Smirnov test: signal (background) probability =     0 (    0)

U
/O

-fl
ow

 (S
,B

): 
(0

.0
, 0

.0
)%

 / 
(0

.0
, 0

.0
)%

TMVA overtraining check for classifier: BDT

Figure 6.3. BDT output from the training and test for 1-muon signal region (2-muon
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1 Muon 2 Muon

pµ
T

pjet
T

∆ϕµjet

pµ
T

Mµjet

pµ
T

pjet
T

∆ϕµjet
pµ,2

T
Mµjet

∆ϕµMET ∆ηµµ

MET√
SumET

pµ
T

Mµjet

ηµ
pjet

T
Mµjet

∆ηµjet
MET√
SumET

Njets ∆ηµjet

Njets

Table 6.1. Discriminating variables used as input for the BDT training. The most important
ones are listed at the top.

different LQ masses. The BDT score cut selection must be optimized to maximize
the signal significance. Therefore, the signal significance as a function of the BDT
score cut was studied. We define the significance using the Punzi significance [160]:

Punzi Significance = S
a
2 +

√
B

, (6.1)

where S is the number of signal events, a is the number of standard deviations
corresponding to a one-sided Gaussian test at a certain significance value, in this
case 3, and B is the number of background events. We use this significance because
it works well also when the number of background events is small (B ∼ 0) and the
standard significance ( defined as S = S√

B
) would go to infinity.

The number of signal and background events is computed in a ±10% window from
the nominal LQ mass of the sample used to compute the significance, corresponding
to ≈ 2 standard deviations of the 5% LQ mass resolution. The signal yield is
computed as the sum of the number of events of the signal events that pass the BDT
score cut. The background yield is calculated as the sum of the number of events of
the background events that pass the BDT score cut.
For the 1 muon signal regions, the signal significance as a function of the BDT score
cut is shown in Figure 6.4. The plots represent different LQ masses hypotheses.
The significance shows a maximum BDT output of ∼ 0.4 for all the signal samples.
However, this value is not optimal for all the samples, especially in the hypothesis of
larger LQ masses (MLQ > 3 TeV), where this signal region is expected to have more
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sensitivity. Therefore, we decided to have two categories: one with a BDT score in
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Figure 6.4. Punzi significance (arbitrary units) for the 1 Muon signal region for several
MLQ hypotheses and λ=1.

the range of 0-0.4 and one with a BDT score greater than 0.4. The tighter cut is the
one that optimizes the signal significance, allowing for an optimal signal selection
for all signal hypotheses, while the looser cut is used to have a second category with
low purity to recover the efficiency. It has been observed that the optimal BDT
boundaries do not vary with the coupling parameter λ.
After the BDT categorization, events are categorized according to whether the
leading pT jet, essential for constructing the LQ candidate, is b-tagged. The medium
DeepJet Working Point (WP) is selected for optimal analysis sensitivity.
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There are 4 signal categories in the 1 Muon signal region. They are defined as
follows:

• Loose+btag: the BDT score is in the range of 0-0.4, and the leading jet is
b-tagged;

• Loose+no-btag: the BDT score is in the range of 0-0.4, and the leading jet
is not b-tagged;

• Tight+btag: the BDT score is greater than 0.4, and the leading jet is
b-tagged;

• Tight+no-btag: the BDT score is greater than 0.4, and the leading jet is
not b-tagged;

The same study has been repeated for the 2 muon signal region, with the result
shown in Figure 6.5. In this case, there is a significant dependence on mass. This is
related to the fact that the background is essentially zero for the 2-muon channel at
high mass. In this signal region, we have background events in the low mass region
(MLQ < 3 TeV), which is also where we expect a higher sensitivity with respect to
the 1 muon signal region. To avoid introducing unnecessary complications, since the
1 muon signal region dominates the sensitivity in the high mass region, we optimize
the BDT cut for the low LQ mass region, keeping the same selection for all mass
hypotheses. The maximum of the BDT score is at ∼ 0.6, for MLQ < 3 TeV, but is
not optimal for all samples. Therefore, in analogy with the 1 muon signal region, we
added a second category to recover the signal efficiency (the cut region is BDT =
[-0.2-0.6] see Table 6.2). After the BDT categorization, we used the same WP of the
1 Muon case for the b-tagging of the leading jet.
There are 4 signal categories in the 2 Muon final state. They are defined as follows:

• Loose+btag: the BDT score is in the range of -0.2-0.6, and the leading jet is
b-tagged;

• Loose+no-btag: the BDT score is in the range of -0.2-0.6, and the leading
jet is not b-tagged;

• Tight+btag: the BDT score is greater than 0.6, and the leading jet is
b-tagged;

• Tight+no-btag: the BDT score is greater than 0.6, and the leading jet is
not b-tagged;

Table 6.2 summarizes the final selection for both signal regions, which have 4
categories each.
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Figure 6.5. Punzi significance (arbitrary units) for the 1 Muon signal region for several
MLQ hypotheses and λ=1.
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1 Muon signal region 2 Muons signal region
Preselection (tab. [5.5]) applied applied

Nµ 1 2
Mµµ - Mµµ > 110 GeV

BDT score 0 < . < 0.4 ≥ 0.4 −0.2 < . < 0.6 ≥ 0.6
(loose) (tight) (loose) (tight)

leading jet b-tag no yes no yes no yes no yes

final category loose + loose + tight + tight + loose + loose + tight + tight +
no b-tag b-tag no b-tag b-tag no b-tag b-tag no b-tag b-tag

Table 6.2. Final category selection for the two signal regions.

6.2 Fit method
The analysis technique employed utilizes the Mµjet mass spectra across various event
categories to identify potential signals indicative of a narrow resonance on top of
the steeply falling background distribution. The signal strength is extracted from a
maximum likelihood fit using all eight event categories considered simultaneously.
The Mµjet mass is binned with variable sizes approximately corresponding to the
mass resolution (see Appendix B). The fitting function for each category c, denoted
by mµj , comprises two elements:

• A smoothly falling function Bc(Mµjet) to model the background.

• A signal histogram of the Mµjet spectra, characterizing the resonance.

A likelihood binned function L, which is the product of Poissonian function, is
used. The likelihood is represented as:

L =
nc∏

c=1

nb∏
i=1

Poisson(xic|λic) =
nc∏

c=1

nb∏
i=1

λxic
ic e−λic

xic!
. (6.2)

Here, i indexes the bins nb within the Mµjet spectrum and c indexes the categories
nc. The variables xic and λic represent the observed and expected event counts in
the ith bin of the cth category, respectively. Specifically, λic is defined by:

λic = µsic + bic, (6.3)

where µ is the signal strength modifier, sic is the expected signal, and bic is the
expected background. These components are defined as follows:

• bic = Nic(B) =
∫mic,high

mic,low
Bc(Mµjet) dMµjet, where Bc(Mµjet) is the background

function integrated over the Mµjet mass bin range to yield the expected
background event count.

• sic = Nic(S) is the expected number of signal events in a given bin of a Mµjet

histogram assuming an equal cross-section for all signals equal to 1 pb.

• The signal strength modifier µ is a multiplicative factor that scales the signal
cross-section.
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6.2.1 Background estimation

The first thing to do is then to determine the background model to be used in the
fit. In this particular case, it’s an empirical function that describes the background
spectrum and depends on a number of parameters to be determined.
To simplify the analysis, we merged the different years, thus having only 8 event
categories on which do the fit. To validate this choice, we compare the shape
of the invariant mass distribution of the muon + jet system for all 8 categories.
The invariant mass distribution of each dataset was first normalized to the same
luminosity and then divided by the 2018 data. Thus, we compare the shape of 4
datasets. The result is shown in Fig. 6.6, and the yellow band is the statistical
uncertainty on the 2018 data, where the denominator is always the 2018 data. The
data are compatible within the statistical uncertainty.

MC simulations within each category reveal that the Mµjet mass spectra from
background processes diminish smoothly. The strategy for this analysis involves
searching for a narrow resonance over an exponentially decaying background.
We choose to use two empiric families of function to describe the background that
better fits the data and were used previously in similar searches by CMS and ATLAS:

• The so-called "Standard dijet" function, which has already been utilized by the
previous dijet searches [84, 85, 74, 65, 62]. This function will be called f1 in
the following sections.

• The so-called "UA2" function, utilized in ATLAS and CDF similar searches
[156, 23, 21, 49]. This function will be called f2 in the following sections.

Both families of functions with different numbers of parameters are listed in Table
6.3, where x = Mµjet√

s
.

A Fisher F-test, described in Sec 6.2.2, is used to determine the optimal number of

Number of Parameters dijet function UA2 function
2 f2par

1 : p0(1 − x)p1 f2par
2 : 1(

p0
x

)p1

3 f3par
1 : p0(1−x)p1

xp2 f3par
2 : exp−p2∗( p0

x )(
p0
x

)p1

4 f4par
1 : p0(1−x)p1

xp2+p3∗log x f4par
2 : exp

−p2∗( p0
x )−p3∗

(
p0
x

)2(
p0
x

)p1

5 f5par
1 : p0(1−x)p1

xp2+p3∗log x+p4 log2 x

Table 6.3. Standard dijet (UA2) functions tested in the left (right) column.

the parameters for each of the two function families. Each of the parameters of f1
and f2 is free to vary during the fit, with flat priors assumed. The background is
modeled alongside the signal, modified by the signal strength µ. This procedure,
inclusive of signal-plus-background, mitigates bias in signal extraction. Tests to
confirm the absence of bias are detailed in Sec 6.4.1,6.4.2.
A blinding policy was strictly followed during the analysis, with preliminary tests
validating the background-only fits. The blinding policy was to perform the only
background fit in the whole invariant mass range, but showing the data only up to 1
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(c) 1-muon, tight, btag category
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(d) 1-muon, tight, nobtag category
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(e) 2-muon, loose, btag category
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Figure 6.6. Comparison of the invariant mass shape of the 4 different datasets by
normalizing the data to the same luminosity. The yellow band is the statistical uncertainty
on the 2018 data, where the denominator is always the 2018 data.
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TeV. The background fit procedure is validated by the statistical test performed in
Section 6.4.
We choose the starting range of the fit for both functions to be 450 GeV to have
the same range for all the categories while maintaining a good fit quality. Since the
resonance searched has a minimum invariant mass at the TeV scale - since lower
masses were excluded by previous searches reported in Table 1.1 - the precise starting
point of the fit is not critical for this analysis.

6.2.2 Choice of fit function

Since we estimate the background from empirical functions, it is important to
determine the number of parameters sufficient to describe the background distribution.
In fact, when the number of parameters is sufficient, adding more parameters does
not significantly improve the fit.
This section outlines the analysis, to choose the number of parameters for the
background fitting function. Data were used to fit the Mµjet mass distribution
across all event categories. This approach enabled independent testing of the fitting
function across various categories with distinct event counts. The testing begins
with the hypothesis that there are two fitting models, M0 with n parameters and
M1 with n + 1 parameters:

M0 : (θ1, . . . , θn) and M1 : (θ1, . . . , θn+1). (6.4)

Given observations y, the likelihoods for these models post-fitting are:

L(y|M0, θ1, . . . , θn) and L(y|M1, θ1, . . . , θn+1). (6.5)

According to the Neyman-Pearson lemma, the likelihood ratio is the most effective
discriminator between the two hypotheses:

LR(θn+1) = L(y|M0, θ̂1, . . . , θ̂n)
L(y|M1, θ̂1, . . . , θ̂n+1)

. (6.6)

Assuming Gaussian errors for each observation yi, the likelihoods are products of
Gaussian distributions, leading to:

LR(θn+1) =
∏

i

exp
(

− (yi−µi(M0))2

2σ2
i

)
exp

(
− (yi−µi(M1))2

2σ2
i

) . (6.7)

Here, yi represents the data, i.e., the number of entries for each bin, and σi the
Gaussian standard deviations, and µi(M0) and µi(M1) the model predictions. By
taking the logarithm of the likelihood ratio and multiplying it by -2, we can express
the result as:

LLR = −2 log LR(θn+1) =
∑

i

(
(yi − µi(M10)2

σ2
i

)
−
∑

i

(
(yi − µi(M1))2

σ2
i

)
. (6.8)
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This can be expressed as the difference between two chi-squared distributions:

LLR = χ2(ν0 = n) − χ2(ν0 = n + 1) = χ2(ν = 1). (6.9)

Here, ν0 represents the number of fitting parameters, and ν = 1 represents the
degrees of freedom. The LLR statistic is then the difference in χ2 values from fits of
the two models, where the resulting LLR follows a chi-squared distribution with one
degree of freedom. Interpretation of the right-tail p-value from the LLR distribution
is as follows:

• For a p-value ≥ 0.05, the difference in chi-squared values is not statistically
significant, suggesting a preference for the model with fewer parameters.

• For a p-value < 0.05, model M1 is statistically favored over model M0.

The analysis was conducted using both families functions from the dijet and UA2
family functions, all possessing varying parameter counts as detailed in Table 6.3.
The investigative process unfolded in the following manner:

• Background events from data were categorized as described in Table 6.2.

• For every category, Mµjet mass spectra were fitted utilizing the approach
described in the previous section, employing the functions referenced in Table
6.3.

• The chi-squared value for each fit was computed for every category under the
assumption of Gaussian uncertainties for the Mµjet mass bin contents, denoted
by σi =

√
Ni, with Ni representing the count of events in the ith bin.

• Subsequently, the LLR was calculated to evaluate the comparative fit quality
between the pairs f2par and f3par, as well as between f3par and f4par and f4par

and f5par.

• The LLR’s p-values were calculated for all categories and functions.

The results, shown in Figure 6.7 and based on the analysis of the standard
dijet functions, indicated that f3par generally outperformed f2par. Additionally, the
inclusion of a fourth parameter in f4par did not substantially enhance the model’s
fit to the data, except for one category: 1 Muon, tight, btag category. The results
for the UA2 function are shown in Appendix C. The final numbers of parameters
chosen for each category are summarized in table 6.4.

6.2.3 Muon-jet invariant mass distributions

In this section, we show the final fit for both background functions. The data are
blinded after 1 TeV while the fit is performed on all ranges. The data are blinded
after the 1 TeV to avoid introducing a human bias in the analysis by looking at the
data and optimizing the analysis should a deviation from the background be found.
The result is shown in Figures 6.8 -6.9. The top part in each frame shows the data
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Figure 6.7. Numbers of parameters for all categories for standard dijet function.



6.2 Fit method 81

Category standard dijet function UA2 fucntion
1 Muon BDT tight + btag 4 parameters 4 parameters

1 Muon BDT tight + no-btag 3 parameters 3 parameters
1 Muon BDT loose + btag 3 parameters 3 parameters

1 Muon BDT loose + no-btag 3 parameters 3 parameters
2 Muon BDT tight + btag 3 parameters 3 parameters

2 Muon BDT tight + no-btag 3 parameters 3 parameters
2 Muon BDT loose + btag 3 parameters 3 parameters

2 Muon BDT loose + no-btag 3 parameters 3 parameters
Table 6.4. Number of parameters chosen for each category.

distribution, the background component of the fit. The bottom part shows, for each
bin, the pulls, defined as:

pull = Ndata − Nfit√
Ndata

. (6.10)

The p-value shown in the plots is the p-value of the fit for all bins. The p-values
obtained suggest a good-quality fit for all categories.
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(b) 1-muon, loose, btag category
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(c) 1-muon, tight, nobtag category
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(d) 1-muon, tight, btag category

Figure 6.8. Background fits for the standard dijet function for all the categories for the 1
muon signal region. The black points are shown up to a reconstructed mass of 1 TeV.
The red line is the background estimation obtained using the standard dijet function.
The blue (green) line represents a signal hypothesis with MLQ = 2 (4) TeV and λuµ =1,
which is normalized to the expected upper-limit cross-section. The horizontal axis shows
the value of the Mµjet spectra, while the vertical axis shows the number of events in
each bin. The bottom part shows the difference between the data and the background fit
function divided by the statistical uncertainty. We do not see any trend in the residual
distributions. The background fit procedure is validated by the statistical test performed
in Section 6.4.
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(b) 2-muon, loose, btag category
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(c) 2-muon, tight, nobtag category
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(d) 2-muon, tight, btag category

Figure 6.9. Background fits for the standard dijet function for all the categories for the 2
muon signal region. The black points are shown up to a reconstructed mass of 1 TeV.
The red line is the background estimation obtained using the standard dijet function.
The blue (green) line represents a signal hypothesis with MLQ = 2 (4) TeV and λuµ =1,
which is normalized to the expected upper-limit cross-section. The horizontal axis shows
the value of the Mµjet spectra, while the vertical axis shows the number of events in
each bin. The bottom part shows the difference between the data and the background fit
function divided by the statistical uncertainty. We do not see any trend in the residual
distributions. The 3σ deviation from the background found in the 2-muon, tight, btag
category is considered to be compatible with a statistical fluctuations since the excess is
compensated in the adjacent bin and no visible trend is present. The background fit
procedure is validate by the statistical test performed in Section 6.4.
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6.3 Leptoquark signal model
Signal shapes are generated using MC samples of signal processes, as detailed in
Chapter 3, and are listed in Table 5.3 and 5.4. The complete selection described
in Table 6.2 is also applied to signal samples, which are thus divided into different
event categories based on the number of muons, BDT selection, and presence or
absence of a btagged leading jet.
The mµj signal distributions derived from these categories describe the signal in the
signal+background fit.

6.3.1 Muon-jet mass shape interpolation

The shapes for each simulated signal sample are interpolated to obtain the signal
shapes for the intermediate MLQ and λ values. The interpolation is performed using
the linear interpolation algorithm described in Ref [161].
We take a single, normalized (to 1) shape for each signal at specific MLQ and λ
values to interpolate. At first, shapes are interpolated between LQ mass points every
100 GeV at fixed λ, as described in Fig 6.10 (left) for a specific coupling. The second
step is to interpolate between λ values with a step of 0.25 at fixed mass, as shown
in Fig 6.10(right).
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Figure 6.10. Linear signal interpolation interpolation of between mass at fixed λuµ = 1
(coupling at fixed MLQ = 3 TeV) points on the left (right) for a light quark produced
LQ for the 1-muon, tight, nobtag category. The full lines are the generated samples,
while the dotted lines are the interpolated ones.

6.3.2 Efficiency interpolation

In conjunction with signal shapes, the signal efficiencies across each category have
been interpolated for the median values of MLQ and λ. The signal efficiency for
each category is defined as follows:

ϵi = Ni

Ngen
, (6.11)

where Ni is the number of events passing the final selection for the category i, defined
as the integral of the histogram, and Ngen is the total number of generated events
for the considered signal sample.
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Figure 6.11. Total signal efficiency (single category efficiency) as a function of the LQ
mass on the left (right) for λ = 1 and u quark.
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Figure 6.12. Total signal efficiency (single category efficiency) as a function of the LQ
mass on the left (right) for λ = 1 and b quark.
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Figure 6.13. Total signal efficiency as a function of the coupling on the left (right) for
Mµj=3 TeV and u (b) quark.

We studied the variation of the efficiency as a function of the LQ mass, as shown
in Figures 6.11 and 6.12 and the coupling λ, as shown in Fig. 6.13. The interpolation
is performed using a polynomial function of the form:

ϵ(mµj , λ) =
n∑

i=0
aix

i, (6.12)

where x is the LQ mass or the coupling λ. We performed a fit on each single category
with a polynomial that can vary for each category in order to achieve a good quality
fit and a good description of the efficiency variation vs mass or coupling.
As shown in Figure 6.11 left, the efficiency for the light quark hypothesis (LQ->uµ)
increases with low mass (up to 2 TeV) due to a higher preselection acceptance for
the 2 muon signal regions due to the process kinematic. Figure 6.11 right shows
the efficiency for the eight categories separately. The 1-muon, tight, and nobtag
category has higher efficiency, as expected since the leading jet is not coming from a
b-quark.
Figure 6.12 left shows the total efficiency for LQ(bµ) hypothesis. The efficiency
then decreases at higher mass in the bµ case due to the higher tails in the Mµj

distribution as discussed in Section 3.1.1. The efficiency for the single categories is
reported in Figure 6.12 right, where the category with the highest efficiency is the
1-muon, tight and btag as expected.
Figure 6.13 shows the efficiency as a function of the coupling for a LQ(uµ) (LQ(bµ))
on the left (right). The efficiency for both models is similar for small coupling
(λ < 0.5), while it decreases with the increase of the coupling for the LQ(bµ) model
due to the higher tails in the mass distribution.

6.4 Validation of fit method
Two tests were performed to check the fit procedure described: goodness of fit and
bias tests. These verify that the background fit function is suitable to describe the
background in data and does not introduce a significant bias in the signal extraction
procedure.
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6.4.1 Goodness-of-fit test

We perform a goodness of fit test for all event categories using the function f1,
under the assumption that solely background processes contribute to the data, thus
implementing a background-centric fit. Pseudodata sets are then generated from
f1 functions, assuming Poissonian fluctuation within each histogram bin. These
pseudodata sets are subsequently refitted under the background-only assumption.
This procedure (generation and fit) was replicated 1000 times. During each iteration,
the test statistic q was calculated. This statistic, q, extends the chi-squared test to
scenarios where bin contents are not necessarily normally distributed, particularly
applicable in cases of low-count bins.
The test statistic is conceptualized as the likelihood ratio contrasting the empirical
fit to the data and the saturated model [102], the latter being a model in which the
predicted event count for each histogram bin is precisely the observed count:

q = −2 log
(

nc∏
c=1

nb∏
i=1

Poisson(xic|λic)
Poisson(xic|xic)

)
= 2

nc∑
c=1

nb∑
i=1

[
λic − xic + xic log

(
xic

λic

)]
.

(6.13)
The test statistic q thus serves as a gauge for fit adequacy, with its value reflecting the
degree of concordance between the fitted model and the observed data distribution.
The distribution of q obtained from the fit to the pseudodata distributions is roughly
Gaussian. The value of q is then evaluated also for the fit to the data (qdata), and it
is compared with the mean value of q from the pseudodata (toy experiments). To
quantify this comparison, we introduce a p-value defined as the proportion of toy
experiments where q exceeds qdata, relative to the total number of toy experiments
(ntoys):

p-value = nq>qdata

ntoys
. (6.14)

A p-value approaching zero implies a stark divergence between the model and
the data, indicating that the chosen fitting function may be inadequate, as it fits
the data poorly compared to the pseudodata. Conversely, a p-value nearing unity
suggests potential overfitting if the fitting model possesses more degrees of freedom
than the data can reliably constrain. Figure 6.14 illustrates the q distributions, the
specific qdata, and the corresponding p-value. The p-value of 0.30 indicates a good
fit quality. Thus, the different dijet functions (with their different parameters for
each category) provide a good quality fit overall.

6.4.2 Bias study

The background estimation is acquired through fitting with an empirical function,
f1. Given that the exact form of the Mµjet distribution for background processes
is not fully established, f1 represents one of several potential fitting functions. For
example f2 can fit the data with the same performance as f1. Moreover, the presence
of a signal can influence the fit, potentially causing the fit function to adapt to
signal features, hence introducing bias. Consequently, bias was evaluated, and the
potential for bias in both f1 and f2 was assessed. Our procedure was as follows:
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Figure 6.14. Distributions of the test statistic (q) obtained from 1000 toy experiments for
the background estimation obtained using the standard dijet function. The red vertical
lines mark the test statistic values evaluated from data (qdata).

• A sample of 250 pseudodata distributions is generated for all signal hypotheses
considered using one of the two background functions. These functions were
parameterized based on the optimal fit to actual collision data. A signal
commensurate with the expected upper limit from the analysis was incorporated
into this pseudodata.

• The distributions are fitted with the same generation function or with the
other one, following the same fit method used for the analysis of actual data.
The resulting signal cross-sections were determined alongside their standard
deviations.

• The discrepancy between the signal cross-section extracted from the injected
pseudodata and the actual injected value provided a measure of the signal
bias.

The procedure described above is repeated also without the injection of a signal.
The outlined method is reiterated for each signal hypothesis to assess the potential
bias, which we quantify by calculating the "pull" of the signal cross-section. This
pull is the difference between fitted (σfit) and the injected (σinj) signal cross sections,
normalized by the standard deviation error (σerr) derived from the fit:

pull = σfit − σinj
σerr

. (6.15)
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Figure 6.15. Pull distribution plots of fitted signal strength parameter (r) from 250 toys
both generated and fitted with function f1. In this plot, the injected signal cross-section
is equal to 3 times the expected upper limit.

Figure 6.15 shows the pull distributions obtained for a signal hypothesis for the
test performed both generating and fitting with f1. The mean of the histograms
gives our estimation of the bias in units of σerr. The signal injected (σinj) is equal
to 3 times the expected upper limit.
In general, an absolute value of the bias below 0.5 is considered negligible. In this
case, in fact, the total uncertainty on the signal cross-section from the combination
of the bias and the fit uncertainty would be:

σtot
err =

√
σ2

err + (0.5σerr)2 ≈ 1.1σerr (6.16)

The increase due to the bias on the total uncertainty would be about 10% of the fit
uncertainty -i.e. the error on the final limit due to the bias would increase of 10% -
therefore it can be considered negligible.
The bias study has been performed by generating and fitting with the same function

and generating with a function and fitting with the other one. The bias for a signal
injected with a cross-section equal to 3*expected limit is shown in Figures 6.16
and 6.17 respectively for LQ(uµ) and LQ(bµ). The bias is generally lower than 0.5,
and thus it is negligible. Since fitting with the f1 function gives less bias, we can
conclude that f1 is the function that introduces the smaller bias between the two, so
we choose it for the fit. An analog study performed in the case of σinj = 0 is shown
in Appendix D, to verify the bias introduced by the background fitting function in
case of no signal.
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(a) Generated and fitted with f1 (b) Generated with f1 and fitted with f2

(c) Generated with f2 and fitted with f1 (d) Generated and fitted with f2

Figure 6.16. Mean of pull distribution for the bias study versus λuµ and MLQ from
pseudodata. A signal is injected with a cross-section equal to the 3*expected limit. In
the z-axes of the plots, the bias is shown.
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(a) Generated and fitted with f1 (b) Generated with f1 and fitted with f2

(c) Generated with f2 and fitted with f1 (d) Generated and fitted with f2

Figure 6.17. Mean of pull distribution for the bias study versus λbµ and MLQ from
pseudodata. A signal is injected with a cross-section equal to the 3*expected limit. In
the z-axes of the plots, the bias is shown.
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Chapter 7

Results and cross-section limits

In this chapter, we present the sensitivity from the search for signal processes leading
to the production of a LQ resonance. The results are the expected upper limits on
the cross-section of the signal, utilizing the complete dataset of pp collisions from the
LHC Run 2, at

√
s = 13 TeV, corresponding to an integrated luminosity of 138 fb−1,

and adheres to the strategy detailed in Chapter 6. Since the analysis has not been
approved yet, it is not possible to show the observed limits but only the expected
ones. Finally, we looked at 1% of the statistics also in the signal region.

7.1 Limits evaluation
The absence of a statistically significant excess in event counts during the analysis
dictates the establishment of upper bounds for the cross-section on producing a
LQ decaying into muons. To calculate these bounds, we utilize a variant of the
frequentist approach, known as the CLs technique [131, 162]. The corresponding
test statistic within the LHC CLs framework [4] is presented:

q̂µ = −2 ln L(x|µ, θ̂µ)
L(x|µ̂, θ̂)

, (7.1)

where θ̂µ refers to the conditional maximum likelihood estimators of θ, given the
signal strength parameter µ and “data” refer to the pseudo-data (toys). The pair of
parameter estimators µ̂ and θ̂ correspond to the global maximum of the likelihood.
The lower constraint 0 ≤ µ̂ is dictated by physics (the signal rate is positive), while
the upper constraint µ̂ ≤ µ is imposed by hand in order to guarantee a one-sided
(not detached from zero) confidence interval. Physics-wise, this means that upward
fluctuations of the data such that µ̂ > µ are not considered as evidence against the
signal hypothesis, namely a signal with strength µ.
In the evaluation of the CLs limit, the probability density functions (pdfs) f(q̂µ|µ, θ̂µ)
and f(q̂µ|0, θ̂0) are used. The first is the pdf of q̂µ assuming a signal with strength µ
in the signal+background hypothesis, while the second is for the background-only
hypothesis (µ = 0). The two pdfs are not known a priori. Still, the Asymptotic
Formulae [103], valid in the limit of a large event sample, provide a useful approxi-
mation that avoids the estimation of them through the use of toy datasets.
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We define a pair of p-values corresponding to the observed data under the signal-plus-
background and the background-only hypotheses, denoted as pµ and pb, respectively:

pµ = P (q̃µ ≥ q̃obs
µ |signal+background) =

∫ ∞

q̃obs
µ

f(q̃µ|µ, θ̂µ)dq̃µ, (7.2)

1 − pb = P (q̃µ ≥ q̃obs
µ |background-only) =

∫ ∞

q̃obs
0

f(q̃µ|0, θ̂0)dq̃µ. (7.3)

From these, CLs(µ) is derived as:

CLs(µ) = pµ

1 − pb
. (7.4)

The critical value of µ at which CLs reaches 0.05 sets the exclusion threshold
in our analysis, corresponding to a 95% confidence level exclusion. The CLs(µ)
metric decreases with increasing µ, thus excluding higher values of µ with greater
confidence.
The expected CLs limit on µ is evaluated by assuming 1 − pb = 0.5, i.e., the
cumulative of the pdf for the background-only fit f(q̂µ|0, θ̂obs

0 ) crosses the quantile
of 50%, which corresponds to the median of f(q̂µ|0, θ̂obs

0 ). The ±1σ (68%) band is
defined by the crossings of the 16% and 84% quantiles, while crossings at 2.5% and
97.5% define the ±2σ (95%) band.

7.1.1 Systematic uncertainties

Systematic uncertainties are incorporated as nuisance factors within the framework
of setting limits. The primary contributors to systematic variance include:

• Jet Energy Scale (JES);

• Jet Energy Resolution (JER);

• Muon Momentum Scale (MMS);

• Muon Momentum Resolution (MMR);

• Luminosity measurements.

Given that the model for the background is empirically derived, the uncertainties
above are only factored in for the resonance signal assessment.
The JES and JER uncertainties (σJES and σJER) translate, respectively, into
uncertainties in the position of the signal peak and its width in the muon-jet
invariant mass distribution. Since we use histograms as input for our signal models,
we implemented the systematic by shifting the pjet

T by ±2% for the JES. After shifting
the pT , we recompute the invariant mass of the muon-jet system and re-apply the
selection for all the categories as described in Table 6.2. Figure 7.1 shows the effect
of the JES systematic on the signal for the 1muon, tight and nobtag category. The
impact on the efficiency is less than 1%.
The effect of these uncertainties is propagated to the limits by fitting a morphed
histogram. The JES and JER uncertainties are assumed flat in all the pT range and
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Figure 7.1. Example of JES systematic effect on the Mµjet. The blue curve is the histogram
without any systematic applied, while the red (black) line is the effect of the up (down)
shift of the pjet

T on the Mµjet distribution for the 1 muon, tight and nobtag category.
The JES effect on the efficiency is less than 1%.

are respectively a shift of ±2% on the peak position and a smearing of the pT of
±10%. These values have been evaluated by previous CMS analyses (as [81]) for
anti-kT jets with a distance parameter R = 0.4.
The MMS and MMR resolution affect the muon-jet invariant mass distribution

similarly to the jet case discussed above. So, respectively, a shift in the peak and
the widening of the signal distribution both depend on the muon’s energy. The
maximum effect is a shift of the mass shape of ±2% and a variation on the width of
±8%.
The uncertainty on the integrated luminosity is 1.6% [89, 71, 75], and it is propagated
to the normalization of the signal, in addition to the other uncertainties on the
normalization.
The combined effect of all the uncertainties above on the limit is estimated to be
below ∼ 10% for all the signal hypotheses considered.
We do not consider additional uncertainty on the background shape parameters
because they are all considered nuisance parameters distributed with a flat prior
around the best-fit values in a sufficiently large range, for which the limit is found
to be stable. Moreover the correction to the physics object used to compute the
invariant mass spectrum, i.e. jets and muon, show a linear trend, as visible in Figures
4.4. Therefore there are no uncertainties due to the physics objects correction that
could affect the falling spectrum of the muon-jet invariant mass distribution, so no
uncertainty from the data is considered.
A source of systematic uncertainty on the signal can arise from biases due to the
choice of a specific functional form for the background modeling. In Section 6.4.2,
we show that the bias introduced by the chosen fit function is well below 50% of the
statistic uncertainty; therefore, it is considered negligible for the reasons described in
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Section 6.4.2. Thus, we do not need to introduce systematic uncertainties to account
for the bias.

7.1.2 Upper limits on LQ signal cross-section

In this section, we report the final results and the exclusion limits that our analysis
can set on the signal cross section for LQ(uµ) ed LQ(bµ) models introduced in
Section 3.1.
Figures 7.2 and 7.3 show the expected limits on the LQ production cross-section
for a LQ(uµ) model. Each Figure shows the expected limit and its uncertainty
bands as a function of the LQ mass for the different λ values tested. The low mass
region (MLQ < 2.5 TeV) is dominated by the 2 muon signal region, while above
the 1 muon signal region dominates. This is due to the almost zero background;
thus, the greater signal efficiency of the 1-muon signal region results in a better
sensitivity with respect to the 2-muon signal region. Due to the smaller cross-section,
despite lower expected limits, the LQ mass we are able to exclude for low couplings
is smaller than the one for high couplings.
Figures 7.4 and 7.5 show the expected limits on the LQ production cross-section for
a LQ(bµ) model. We do not show the limits for MLQ > 3.5 TeV since above that
mass, for some categories, it is not possible to observe a peak in the signal shape due
to the high tails at low mass, especially at high coupling (λ ≥ 0.5). In the observed
mass range, the same considerations made for the LQ(uµ) model are valid.
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Figure 7.2. Expected (dashed line) 95% CLs limits on σ(LQ) as a function of MLQ, for
fixed λ. Uncertainty bands (±1σ, ±2σ) on expected limits are also shown. The dashed
red (green) line shows the expected limits for the 1 muon (2 muons) signal region.
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Figure 7.3. Expected (dashed line) 95% CLs limits on σ(LQ) as a function of MLQ, for
fixed λ. Uncertainty bands (±1σ, ±2σ) on expected limits are also shown. The dashed
red (green) line shows the expected limits for the 1 muon (2 muons) signal region.



7.1 Limits evaluation 98

Leptoquark mass [GeV]
1000 1500 2000 2500 3000 3500

) 
[p

b]
µ

 b
→

 B
(L

Q
sc

al
ar

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

1−10
 (13 TeV)-1138.0 fbCMS Work in progress

=0.1λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=0.1λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=0.1λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

(a) λbµ=0.1

Leptoquark mass [GeV]
1000 1500 2000 2500 3000 3500

) 
[p

b]
µ

 b
→

 B
(L

Q
sc

al
ar

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

 (13 TeV)-1138.0 fbCMS Work in progress

=0.25λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=0.25λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=0.25λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

(b) λbµ=0.25

Leptoquark mass [GeV]
1000 1500 2000 2500 3000 3500

) 
[p

b]
µ

 b
→

 B
(L

Q
sc

al
ar

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

 (13 TeV)-1138.0 fbCMS Work in progress

=0.5λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=0.5λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=0.5λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

(c) λbµ=0.5

Leptoquark mass [GeV]
1000 1500 2000 2500 3000 3500

) 
[p

b]
µ

 b
→

 B
(L

Q
sc

al
ar

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

 (13 TeV)-1138.0 fbCMS Work in progress

=0.75λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=0.75λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=0.75λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

(d) λbµ=0.75

Leptoquark mass [GeV]
1000 1500 2000 2500 3000 3500

) 
[p

b]
µ

 b
→

 B
(L

Q
sc

al
ar

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

 (13 TeV)-1138.0 fbCMS Work in progress

=1.0λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=1.0λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=1.0λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

(e) λbµ=1.0

Leptoquark mass [GeV]
1000 1500 2000 2500 3000 3500

) 
[p

b]
µ

 b
→

 B
(L

Q
sc

al
ar

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

 (13 TeV)-1138.0 fbCMS Work in progress

=1.25λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=1.25λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

=1.25λTheory 
Expected

 Expectedσ1±
 Expectedσ2±

Expected 1Muon
Expected 2Muon

(f) λbµ=1.25

Figure 7.4. Expected (dashed line) 95% CLs limits on σ(LQ) as a function of MLQ, for
fixed λ. Uncertainty bands (±1σ, ±2σ) on expected limits are also shown. The dashed
red (green) line shows the expected limits for the 1 muon (2 muons) signal region.
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Figure 7.5. Expected (dashed line) 95% CLs limits on σ(LQ) as a function of MLQ, for
fixed λ. Uncertainty bands (±1σ, ±2σ) on expected limits are also shown. The dashed
red (green) line shows the expected limits for the 1 muon (2 muons) signal region.
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The expected limits can also be seen as a function of the MLQ and λ in Figure
7.6 for a LQ(uµ) hypotheses. The black area shown in the figure marks the contour
of the region of the λ-MLQ-plane corresponding to the signal hypotheses that our
search can exclude. The exclusion is obtained by comparing the expected limit with
the theoretical prediction of σ(LQ), evaluated for a specific choice of the couplings
of the model. The signal hypotheses with the expected limits below the theoretical
predictions are excluded.
Figure 7.6 also shows the current exclusion due to a CMS LQ pair production analysis
[79]. The exclusion area is a rectangle since the LQ pair-production cross-section is
independent of the coupling. The comparison between the black and the blue line
clearly shows that the analysis presented here is much more sensitive to the model
under study with respect to the CMS pair production search, especially for high
values LQ mass and coupling (MLQ>1.6 TeV and λ ≥0.2).
Figure 7.7 shows the expected limits as a function of MLQ and λ for a heavy quark
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work in progressCMS  (13 TeV)-1138 fb

Figure 7.6. Expected upper limits on σ(LQ), as a function of λuµ vs. MLQ, for a LQ
decaying into muons and light quark. The excluded regions are compared with those
obtained from previous CMS searches [79]. The presented analysis can improve the CMS
sensitivity in the high mass (MLQ > 1.5 TeV) and high coupling (λ ≥ 0.2).

scenario. The comparison between the black and the blue line clearly shows that
the analysis presented here is more sensitive to the model under study with respect
to the CMS pair production search, especially for high values LQ mass and coupling
(MLQ>1.8 TeV and λ >1).

We can conclude that the analysis presented here could enhance the sensitivity
to new LQ particles decaying into muons and both light and heavy quarks with
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Figure 7.7. Expected upper limits on σ(LQ), as a function of λbµ vs. MLQ, for a LQ
decaying into muons concerning. The excluded regions are compared with those obtained
from previous CMS searches [93]. The presented analysis can improve the CMS sensitivity
in the high mass (MLQ > 1.8) TeV and high coupling (λ > 1).
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respect to previous CMS searches. In the benchmark model studied, the excluded
limit on the LQ mass is extended by up to 2 TeV for the light quark scenario
concerning previous resonant searches depending on the coupling hypotheses. The
analysis presented here in the heavy quark scenario can enhance the sensitivity to
LQ particles in the high mass and coupling regime.

7.2 Unblinding of 1% of the dataset
Since the analysis has not yet been approved by the CMS Collaboration, it is not
possible, according to CMS standard procedures, to look at the data in the signal
region. Therefore, we have unblinded only a small fraction of the data (1% the
complete Run 2 statistics) since we do not expect to be more sensitive than previous
analyses with these statistics. However, this allows us to show all steps of the analysis
from beginning to end using the data. A test selecting randomly 1% of all statistics
of the 3 years of data-taking and looking at the data in the whole mass range was
performed. It was possible to see the data in the whole mass range instead of up to
1 TeV. However, due to the limited statistics available, all the 2 muon signal region
categories are summed together in a single category since they did not have enough
events. The function used to estimate the background is the standard dijet function
(with 3 parameters) since it is used to evaluate the expected limits.

To evaluate the fitting robustness, as for the full dataset, we perform a goodness of
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Figure 7.8. Distributions of the test statistic (q) obtained from 1000 toy experiments for
the background estimation obtained using the standard dijet function. The red vertical
lines mark the test statistic values evaluated from data (qdata).

fit test for all event categories using the function f1 in the hypotheses of background
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only. Fig 7.8 illustrates the q distribution and the corresponding p-value, confirming
a good fit quality.
Fig 7.9 shows the fit to the data unblinded in the whole mass range using background-

only fit. A LQ(uµ) signal with a mass of 2 TeV is superimposed on the plot. The
bottom part shows the difference between the background estimated by the fit
function and the data divided by the statistical uncertainty for each bin. It is
possible to see that the agreement between the data and the background estimation
is good overall, but a slight excess in the data can be seen around 2 TeV. The excess
is present in a region not yet excluded by previous searches in for all the signal
hypotheses shown.
Figures 7.10 and 7.11 show the obtained limits on a LQ particle decaying into a
muon and a light quark. Each figure shows the observed limit, the expected limit,
and its uncertainty bands as a function of the MLQ for the different λ tested. A
slight excess at 2σ level (local significance) is found for a MLQ of ∼ 2 TeV for all
the coupling considered. The events contributing to the excess are visible in Figure
7.9. The excess found is in a mass region not excluded by previous analysis.

Figures 7.12 and 7.13 show the obtained limits for a LQ(bµ) model. Each Figure
shows the observed limit, the expected limit, and its uncertainty bands as a function
of the MLQ for the different λ tested. We obtained the same results of the LQ(uµ)
model.
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(c) 1 Muon signal region: tight BDT cut
and btag on leading jet
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(d) 1 Muon signal region: tight BDT cut
and no-btag on leading jet
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(e) 2 Muon signal region: all categories
summed together

Figure 7.9. Background fit for the standard dijet function for all the categories. The
black points are the unblinded CMS data since we are using only 1% of the full Run 2
statistics. The red line is the background estimation obtained using the standard dijet
function. The blue line represents a signal with a MLQ = 2 TeV and λ = 1, which is
normalized to the observed limit cross-section. The horizontal axis shows the value of
the Mµjet spectra, while the vertical axis shows the number of events in each bin. The
bottom part shows the difference between the data and the background fit function
divided by the statistical uncertainty.
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(a) λuµ=0.1

Resonance mass [GeV]
1000 2000 3000 4000 5000

 [p
b]

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

1−10

 (13 TeV)-11.4 fbCMSWork in progress
 expected

s
Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=0.25λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=0.25λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=0.25λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

(b) λuµ=0.25

Resonance mass [GeV]
1000 2000 3000 4000 5000

 [p
b]

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

1−10

 (13 TeV)-11.4 fbCMSWork in progress
 expected

s
Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=0.5λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=0.5λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=0.5λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

(c) λuµ=0.5

Resonance mass [GeV]
1000 2000 3000 4000 5000

 [p
b]

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

1−10

 (13 TeV)-11.4 fbCMSWork in progress
 expected

s
Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=0.75λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=0.75λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=0.75λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

(d) λuµ=0.75

Resonance mass [GeV]
1000 2000 3000 4000 5000

 [p
b]

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

1−10

 (13 TeV)-11.4 fbCMSWork in progress
 expected

s
Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.0λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.0λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.0λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

(e) λuµ=1.0

Resonance mass [GeV]
1000 2000 3000 4000 5000

 [p
b]

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

1−10

 (13 TeV)-11.4 fbCMSWork in progress
 expected

s
Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.25λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.25λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.25λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

(f) λuµ=1.25

Figure 7.10. Observed (full line), expected (dashed line) 95% CLs limits on σ(LQ) as a
function of MLQ, for fixed λ. Uncertainty bands (±1σ, ±2σ) on expected limits are also
shown. The dashed red (green) line shows the expected limits for the 1 muon (2 muons)
signal region.
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(a) λuµ=1.5
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Figure 7.11. Observed (full line), expected (dashed line) 95% CLs limits on σ(LQ) as a
function of MLQ, for fixed λ. Uncertainty bands (±1σ, ±2σ) on expected limits are also
shown. The dashed red (green) line shows the expected limits for the 1 muon (2 muons)
signal region.
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Figure 7.12. Observed (full line), expected (dashed line) 95% CLs limits on σ(LQ) as a
function of MLQ, for fixed λ. Uncertainty bands (±1σ, ±2σ) on expected limits are also
shown. The dashed red (green) line shows the expected limits for the 1 muon (2 muons)
signal region.



7.2 Unblinding of 1% of the dataset 108

Resonance mass [GeV]
1000 1500 2000 2500 3000 3500

 [p
b]

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

1−10

 (13 TeV)-11.4 fbCMSWork in progress
 expected

s
Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.5λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.5λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.5λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

(a) λbµ=1.5

Resonance mass [GeV]
1000 1500 2000 2500 3000 3500

 [p
b]

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

1−10

 (13 TeV)-11.4 fbCMSWork in progress
 expected

s
Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.75λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.75λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=1.75λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

(b) λbµ=1.75

Resonance mass [GeV]
1000 1500 2000 2500 3000 3500

 [p
b]

σ
95

%
 u

pp
er

 li
m

it 
on

 

5−10

4−10

3−10

2−10

1−10

1
 (13 TeV)-11.4 fbCMSWork in progress

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=2.0λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=2.0λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

 expected
s

Asymptotic CL

 1 std. deviation±

 2 std. deviation±

=2.0λcross section 

 Median asymptotic expected 1Muon

 Median asymptotic expected 2Muon

(c) λbµ=2.0

Figure 7.13. Observed (full line), expected (dashed line) 95% CLs limits on σ(LQ) as a
function of MLQ, for fixed λ. Uncertainty bands (±1σ, ±2σ) on expected limits are also
shown. The dashed red (green) line shows the expected limits for the 1 muon (2 muons)
signal region.
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Chapter 8

Conclusions

This dissertation presents a novel search for new physics beyond the Standard
Model using the data collected by the CMS experiment at CERN during the LHC
Run 2. This work extends the search for leptoquarks (LQs), hypothetical particles
foreseen by some extensions of the Standard Model, exploiting a novel production
mechanism in proton-proton collision at LHC. Due to quantum fluctuations, protons
also contain charged leptons, making it possible to study lepton-induced processes.
By picking a lepton from one beam and a quark from the other beam, it becomes
possible to study the resonant single LQ production and the corresponding decay
(l + q → LQ → l + q). The analysis uses data uses data from proton-proton collisions
produced at the CERN LHC at a center-of-mass energy of 13 TeV with an integrated
luminosity of 138 fb−1.
The analysis targets LQs with masses at the TeV scale, focusing on the muon channel.
The final state is composed of a high-pT jet and muon coming from the LQ decays.
An additional signal region has been added if a second muon, which is usually soft
(low pT ) and produced typically at higher η compared to the first one, is inside the
detector acceptance and reconstructed. The kinematic properties of the signal final
state were used to establish preselection criteria for both signal regions (1 and 2
muons) to select LQ events. The analysis sensitivity is optimized through a BDT to
preserve the signal efficiency while rejecting the background for both signal regions.
For each signal region, two categories were defined based on the output of the BDT
score to maximize the signal significance. All categories are then split based on
the b-tagging signature of the leading jet, resulting in a total 8 independent event
categories, which are used simultaneously to search for LQs.
A signal+background fit is used to search in the invariant mass of the muon+jet
system for excesses above the exponentially decaying background that has been
estimated via an empirical function, compatible with the presence of a signal peak.
The fit quality is found to be good, and it was verified that no bias was introduced
with the signal+background fit.
Since the LQ mass and lepton-quark-LQ (λ) coupling are unknown, we scanned a
wide range of values. We searched from 1 TeV ( compatible with current limits on
LQs) up to 5 TeV for LQ couplings ranging from 0.1 to 2.0. Expected exclusion
limits are derived through a fit on the invariant mass of the jet and muon system
in the hypothesis of light (u) or heavy (b) quarks. The analysis is currently in the
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approval phase within the CMS Collaboration. For this reason, the final results,
including the data spectra in the signal regions, cannot be shown in public yet.
Expected upper limits on signal cross-section limits are determined to provide an
estimate of the physics reach of this new search. These results show that is possible
to enhance the the lower limits on LQ mass from 1.6 TeV up to 2 TeV (5 TeV) for
λ = 0.2 (2.0) in the light quark scenario. In the hypothesis of an LQ decaying into a
b quark, the search presented is expected to exclude at 95% confidence level (CL)
LQs up to 2 TeV for λ > 1 compared to 1.8 TeV from a previous limit from an LQ
pair production analysis.
Finally, since it was not possible to show the result with the complete dataset, a
study looking at data in the whole mass range with only 1% of the 138 fb−1 of the
full Run 2 was performed. Beyond confirming the analysis method, this study shows
a small excess at 2σ level for MLQ ∼ 2 TeV both in the Mµjet mass spectrum and
in the observed limit.
This novel production mechanism improves the sensitivity of LQ searches by extend-
ing the discovery power for LQs, particularly in regions of lower couplings where
previous analyses were less sensitive. Consequently, this work could significantly
impact the CMS LQ search strategy (especially at high mass and coupling), setting
a precedent for future analyses in the field of high-energy particle physics.
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Appendix A

Kinematic distributions for 2016
and 2017 datasets

In this section, the same kinematic distributions shown for the 2018 dataset in
Section 5.5 are reported for the 2016 and 2017 datasets. All the datasets show good
agreement between data and MC, and all the kinematic distributions have the same
behavior for all datasets.
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Figure A.1. Comparison between 2016preVFP data and simulated samples for some
interesting distributions in the 1 Muon signal region at preselection.
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Figure A.2. Comparison between 2016preVFP data and simulated samples for interesting
distributions in the 2 Muons signal region at preselection.
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Figure A.3. Comparison between 2016postVFP data and simulated samples for some
interesting distributions in the 1 Muon signal region at preselection.
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Figure A.4. Comparison between 2016postVFP data and simulated samples for interesting
distributions in the 2 Muons signal region at preselection.
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Figure A.5. Comparison between 2017 data and simulated samples for some interesting
distributions in the 1 Muon signal region at preselection.
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Figure A.6. Comparison between 2017 data and simulated samples for interesting distribu-
tions in the 2 Muons signal region at preselection.
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Appendix B

Binning for Mµjet spectra

For the Mµjet spectra shown in this thesis, we chose the following binning:

bin edges = [1, 3, 6, 10, 16, 23, 31, 40, 50, 61, 74, 88, 103, 119, 137, 156, 176, 197, 220, 244,

270, 296, 325, 354, 386, 419, 453, 489, 526, 565, 606, 649, 693, 740, 788, 838, 890, 944, 1000,

1058, 1118, 1181, 1246, 1313, 1383, 1455, 1530, 1607, 1687, 1770, 1856, 1945, 2037, 2132, 2231,

2332, 2438, 2546, 2659, 2775, 2895, 3019, 3147, 3279, 3416, 3558, 3704, 3854, 4010, 4171, 4337,

4509, 4686, 4869, 5058, 5253, 5455, 5663, 5877, 6099, 6328, 6564, 6808, 7150]
(B.1)

The binning has been fixed in the previous dijet analysis in CMS, and the bin
size corresponds roughly to the experimental resolution at that mass.
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Appendix C

UA2 function distributions

In this section, the distributions that are not shown in Chapter 6 for the UA2
functions are reported.
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Figure C.1. UA2 function fit test for all the categories.
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(c) 1-muon, tight, nobtag category
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(d) 1-muon, tight, btag category

Figure C.2. Background fits for the standard dijet function for all the categories for the 1
muon signal region. The black points are shown up to a reconstructed mass of 1 TeV.
The red line is the background estimation obtained using the standard dijet function.
The blue (green) line represents a signal hypothesis with MLQ = 2 (4) TeV and λuµ =1,
which is normalized to the expected upper-limit cross-section. The horizontal axis shows
the value of the Mµjet spectra, while the vertical axis shows the number of events in
each bin. The bottom part shows the difference between the data and the background
fit function divided by the statistical uncertainty.
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(a) 2-muon, loose, nobtag category
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(b) 2-muon, loose, btag category
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(c) 2-muon, tight, nobtag category
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(d) 2-muon, tight, btag category

Figure C.3. Background fits for the standard dijet function for all the categories for the 2
muon signal region. The black points are shown up to a reconstructed mass of 1 TeV.
The red line is the background estimation obtained using the standard dijet function.
The blue (green) line represents a signal hypothesis with MLQ = 2 (4) TeV and λuµ =1,
which is normalized to the expected upper-limit cross-section. The horizontal axis shows
the value of the Mµjet spectra, while the vertical axis shows the number of events in
each bin. The bottom part shows the difference between the data and the background
fit function divided by the statistical uncertainty.
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Figure C.4. Distributions of the test statistic (q) obtained from 1000 toy experiments for
the background estimation obtained using the UA2 function. The red vertical lines mark
the test statistic values evaluated from data (qdata).
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Appendix D

Bias study with no signal
injection

In this section, the results of the bias study in the case of no signal injection for both
LQ(uµ) and LQ(bµ) are reported. The results are shown for all the combinations of
functions not shown in Section 6.4.2.
The region for MLQ ≥ 4 (2) TeV for the 1 (2) muon signal region shows only positive
values for the bias. This is because σfit is forced to be positive in that region. At
such high values of MLQ, in fact, the Mµjet distribution is poorly populated, and a
negative fluctuation of σfit would cause the signal+background distribution to be
negative, which is unrealistic. As a consequence, the bias in that region can only
be positive. Moreover, in some cases, the PDF of the signal can become negative;
thus, it is not possible to perform the fit. For these cases, the bias value in the
graph is 99. This does not happen in Figures 6.16 and 6.17 because the injection
of a signal populates the spectra at high Mµjet values, and the total distribution is
always positive. In this case, a negative value of the bias arises when σfit < σinj on
average.
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(a) 1-muon, loose, btag category (b) 1-muon, loose, nobtag category

(c) 1-muon, tight, btag category (d) 1-muon, tight, nobtag category

(e) 2-muon, loose, btag category (f) 2-muon, loose, nobtag category

(g) 2-muon, tight, btag category (h) 2-muon, tight, nobtag category

Figure D.1. Mean of pull distribution for the bias study versus λuµ and MLQ from
pseudodata both generated and fitted with function f1. No signal is injected. In the
z-axes of the plots, the bias is shown.
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(a) 1-muon, loose, btag category (b) 1-muon, loose, nobtag category

(c) 1-muon, tight, btag category (d) 1-muon, tight, nobtag category

(e) 2-muon, loose, btag category (f) 2-muon, loose, nobtag category

(g) 2-muon, tight, btag category (h) 2-muon, tight, nobtag category

Figure D.2. Mean of pull distribution for the bias study versus λuµ and MLQ from
pseudodata both generated with f2 and fitted with f1. No signal is injected. In the
z-axes of the plots, the bias is shown.
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(a) 1-muon, loose, btag category (b) 1-muon, loose, nobtag category

(c) 1-muon, tight, btag category (d) 1-muon, tight, nobtag category

(e) 2-muon, loose, btag category (f) 2-muon, loose, nobtag category

(g) 2-muon, tight, btag category (h) 2-muon, tight, nobtag category

Figure D.3. Mean of pull distribution for the bias study versus λuµ and MLQ from
pseudodata generated with f1 and fitted with f2. No signal is injected. In the z-axes of
the plots, the bias is shown.
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(a) 1-muon, loose, btag category (b) 1-muon, loose, nobtag category

(c) 1-muon, tight, btag category (d) 1-muon, tight, nobtag category

(e) 2-muon, loose, btag category (f) 2-muon, loose, nobtag category

(g) 2-muon, tight, btag category (h) 2-muon, tight, nobtag category

Figure D.4. Mean of pull distribution for the bias study versus λuµ and MLQ both
generated and fitted with f2. No signal is injected. In the z-axes of the plots, the bias is
shown.
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(a) 1-muon, loose, btag category (b) 1-muon, loose, nobtag category

(c) 1-muon, tight, btag category (d) 1-muon, tight, nobtag category

(e) 2-muon, loose, btag category (f) 2-muon, loose, nobtag category

(g) 2-muon, tight, btag category (h) 2-muon, tight, nobtag category

Figure D.5. Mean of pull distribution for the bias study versus λbµ and MLQ from
pseudodata both generated and fitted with function f1. No signal is injected. In the
z-axes of the plots, the bias is shown.
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(a) 1-muon, loose, btag category (b) 1-muon, loose, nobtag category

(c) 1-muon, tight, btag category (d) 1-muon, tight, nobtag category

(e) 2-muon, loose, btag category (f) 2-muon, loose, nobtag category

(g) 2-muon, tight, btag category (h) 2-muon, tight, nobtag category

Figure D.6. Mean of pull distribution for the bias study versus λbµ and MLQ from
pseudodata both generated with f2 and fitted with f1. No signal is injected. In the
z-axes of the plots, the bias is shown.
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(a) 1-muon, loose, btag category (b) 1-muon, loose, nobtag category

(c) 1-muon, tight, btag category (d) 1-muon, tight, nobtag category

(e) 2-muon, loose, btag category (f) 2-muon, loose, nobtag category

(g) 2-muon, tight, btag category (h) 2-muon, tight, nobtag category

Figure D.7. Mean of pull distribution for the bias study versus λbµ and MLQ from
pseudodata generated with f1 and fitted with f2. No signal is injected. In the z-axes of
the plots, the bias is shown.
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(a) 1-muon, loose, btag category (b) 1-muon, loose, nobtag category

(c) 1-muon, tight, btag category (d) 1-muon, tight, nobtag category

(e) 2-muon, loose, btag category (f) 2-muon, loose, nobtag category

(g) 2-muon, tight, btag category (h) 2-muon, tight, nobtag category

Figure D.8. Mean of pull distribution for the bias study versus λbµ and MLQ both
generated and fitted with f2. No signal is injected. In the z-axes of the plots, the bias is
shown.
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Appendix E

ECAL and double weights

ECAL Trigger Primitives (TPs) are integral to the Level 1 Calorimeter Trigger
inputs. The ECAL TPs during the LHC Phase-I electronics deployment are based
on strips, each consisting of 5 crystals in the EB and 1-5 crystals in the EE. At a
frequency of every 25 ns, a digitized sample of the ECAL signal from each crystal
is recorded, as depicted in Figure E.1. This process results in a consistent output
of ADC counts during data acquisition. These readings are linearized to normalize
gains across amplifiers and combined for each strip. Subsequently, 10 linearized
samples from a strip are processed through a digital filter composed of 10 FIR (Finite
impulse response) weights. Each weight multiplies its corresponding sample value,
and the products are summed to derive the transverse energy (ET ), as presented
in Equation E.1. Here, Si signifies the digitized sample "i," with "i" ranging from 0
to 10, corresponding to the 10 digitized samples of an ECAL pulse within 0-225 ns.
The wi symbol represents the FIR weight allocated to the i-th sample in the ECAL

Figure E.1. ECAL analog pulse shape example, with digitized samples taken every 25 ns
[169].

strip, predetermined. Hence, their sum equals zero, which is essential for dynamic
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pedestal subtraction:

ET =
10∑

i=1
Si × wi,

10∑
i=1

wi = 0. (E.1)

This process is reiterated for each successive 10-sample set, with the sample window
shifting by 25 ns each time, producing a steady stream of ET values. Furthermore,
a peak-finding algorithm is applied to identify which BX, within a certain range, has
the maximal ET . The energies from the strips are summed to form trigger towers—5
strips in the EB and 1-5 in the EE—to create TPs. An ECAL TP represents the ET

of a trigger tower for a given BX and includes up to two distinguishing feature bits.
One bit is used to discern electromagnetic signals from jets in the EB, and another
is allocated to negate anomalous signals known as "spikes". If a TP is established
for a BX, subsequent BXs in the same window are precluded from TP generation.
An ECAL TP represents the ET of a trigger tower for a specific BX, with provisions
for up to two feature bits. A fine-grain bit is employed to distinguish electromagnetic
(EM) signals from those of jets. In the EB, an additional bit is designated for the
rejection of anomalous signals, referred to as "spikes." When a TP is instantiated for
a BX, subsequent BXs in the same interval are ineligible for TP generation. TPs
that are non-zero are relayed to the Trigger Concentrator Card (TCC) for further
processing and temporal alignment before being dispatched to the L1 trigger. This
process and the computation of strip ET are illustrated in Figure E.2.

Figure E.2. ECAL strip ET formation [169].

Each ECAL TP in the EB and EE is composed of an ET value, which is the sum
of its strip ET values, supplemented with information bits and a BX assignment.
ECAL TPs are generated on the detector and transmitted to the Level-1 trigger in
sync with the LHC collision rate of 40 MHz. Given that the transverse momentum
of colliding LHC proton bunches is zero, the detection of hits with high ET or pT is
indicative of a potentially significant hard interaction between protons, making it a
critical parameter for L1 trigger decisions.

E.1 Double Weights
During LHC Runs 1 and 2, the on-detector ECAL FENIX chip, a custom ASIC, was
employed for reconstructing energy to compute ET sums for ECAL TPs, applying a
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singular set of weights to the digitized signals. Upon the second Long Shutdown
(LS2), it was discovered that the ECAL FENIX chip has the facility to store and
utilize dual sets of weights. This enhancement essentially duplicates the ECAL
FENIX data stream, bifurcating it into two paths that are electronically equivalent,
each corresponding to a FIR filter, termed the "EVEN" and "ODD" filters, as depicted
in Figure E.3. This feature was implemented in the ECAL FENIX chip for potential
further use but was never used during Runs 1 and 2.

Figure E.3. ECAL double weights mechanism [169].

E.1.1 Spikes

At the ECAL, an oft-observed phenomenon is a direct ionization within the EB
APDs, which gives rise to anomalous signals termed "spikes". Figure E.4 depicts the
possible spike formation processes. Unlike electromagnetic showers that originate
from the interactions of LHC collisions, these spikes are not interesting for the
physics CMS program. They must be efficiently excluded to regulate trigger rates

Figure E.4. Origin of the particles producing spikes in the ECAL EB APD sensors [2].

and safeguard the accuracy of offline reconstructions of electrons, photons, and
jets. Moreover, the precursors to these spikes may traverse the CMS detector for
some duration before directly ionizing the EB APDs, thus potentially rendering
these signals out-of-sync with electromagnetic signals. A strategy employed at L1 to
remove spikes is known as the "spike killer" [158]. It functions by implementing a
topological cut, leveraging the observation that spikes usually deposit all their energy
into a solitary ECAL crystal as a consequence of the direct ionization of APDs. In
contrast, EM showers are anticipated to disperse energy over several crystals. The
operational principle of the spike killer is illustrated in Figure E.5.
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Figure E.5. Operation of the strip Fine-Grained Veto Bit (sFGVB) on an electromagnetic
shower (left) and a spike-like energy deposit (right) [158].

The spike killer utilizes a per-strip bit, the Fine-Grained Veto Bit (sFGVB), which
is activated to 1 if at least two crystals in a strip are above a predetermined energy
threshold. If a trigger tower, comprising 25 crystals organized into 5 strips, has at
least one strip with a sFGVB set to 1, it is conserved as it resembles an EM shower,
characterized by its dispersed energy. However, if a trigger tower lacks any strip
with a sFGVB of 1, the TP energy is deemed zero if its energy does not exceed the
spike killer’s killing threshold of 16 GeV.
To refine the spike killer for Run 3, where increased noise and PU were expected, the
energy threshold per crystal was heightened. This modification is a proactive measure
against the expected rise in noise and PU for all crystals. The prevalence of spike
contamination in Trigger Primitives (TPs), as observed in Run 2 and the proposed
operating point for Run 3, is depicted in Figure E.6. Notably, the contamination

Figure E.6. Spike fraction vs. TP ET threshold with a Run 2 and Run 3 candidate working
point of the existing ECAL L1 spike killer. The data comes from a ZeroBias dataset
recorded in July 2018 with a peak pileup of 50 [90].
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graph, which utilizes data from a ZeroBias dataset, indicates a significant incidence
of spikes at elevated energies. This is because spikes are more apt to result in a
high-energy signal due to the direct ionization of APDs, in contrast to high-energy
EM showers which are the result of actual high-energy particles from proton-proton
collisions.
This demonstrates that while updating the settings of the existing spike killer to a
prospective Run 3 working point does mitigate additional spikes at Level-1, ample
opportunity for refinement remains, especially in the high-energy domain. Further-
more, at L1, there is presently no spike killer mechanism for the low-energy range of
0-16 GeV, given that this is beneath the spike killer’s threshold.

E.1.2 Optimization of double weights

The initial strategy for refining ECAL’s dual weight application was to retain the
original amplitude weights within the EVEN filter and implement a secondary set of
weights in the ODD filter dedicated to timing for the computation of on-detector
timing metrics for trigger primitives. Studies revealed the timing weights’ capabil-
ity to discern between concurrent and spike-induced out-of-time signals. Since a
timing cut was not possible in the ECAL FENIX chip, the idea is to calculate dual
amplitudes utilizing two distinct sets of weights and employ a comparator in the
electronics to assert a boolean flag if one amplitude surpasses the other. When an
ODD set of weights is refined for the detection of out-of-time signals, it is anticipated
to produce a larger amplitude for such signals than the Run 2 weights, which are
designed for in-time signals. Hence, the methodology adopted is to optimize an
ODD set of weights for the identification of out-of-time signals.
Selecting an odd set of weights for tagging out-of-time signals entails a multifaceted,
multivariate problem, necessitating an assessment of the realistic signal energy
spectrum, the spike energy spectrum, the spike timing PDF, and the influence of
pileup on signal waveform alteration. A numerical optimization was established to
deduce the ideal weight sets to supplant the second FIR filter weights to extract
ODD weight sets optimized for maximizing signal efficiency alongside spike rejection.
This optimization harnessed simulated signal waveforms characterized by an analytic
representation and the simulated pileup, in addition to the simulation of spike
waveforms from an independent simulation. The optimization was structured as a
problem of minimizing loss, utilizing gradient descent and reverse loss propagation
to augment the rejection of spikes while curtailing the rejection of signals. This
methodology was integrated into a loss definition, as illustrated in Figure E.7.
One of the pivotal parameters in the optimization process is the minimum separation

between amplitude values calculated by the EVEN (default) and ODD (out-of-time
sensitive) weight sets, symbolized as δmin. Altering this parameter yields various
operational points. Figure 5.15 illustrates the segmentation of a simulated spike
timing PDF, identified as out-of-time at discrete operational points, referenced
in [91, 55].
In the spike timing PDF, the majority of spikes register nearly concurrently with
EM signals, yet some display a delayed tail indicative of out-of-time activity. This
is attributed to the fact that spike progenitors traverse the CMS detector before
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Figure E.7. Loss definition used in the optimization of ODD set of amplitude weights
[169].

ionizing the EB APDs. It is observed that elevating the δmin value aids in tagging
these delayed spikes. Intuitively, an increased δmin value is employed to select spike
examples that exhibit significant differences in EVEN and ODD amplitudes during
optimization, which are typically associated with temporally shifted spikes. It is also
imperative to quantify the anticipated improvement in spike rejection for various
δmin operational points and to assess their influence on EM shower-like signals. In
order to identify a reasonable trade-off between signal efficiency and spike rejection,
only signals with ET leq 3 GeV are considered as simulated signals with ET > 3
GeV have an efficiency near 100%. Additionally, only spikes with a timing greater
than 10 ns are considered, as the working points chosen are not effective at tagging
in-time spikes. Table E.1 shows the signal selection efficiency and the spike rejection

δmin (GeV) Signal efficiency (%) Spike rejection (%)
0.5 78.2 77.6
2.5 95.6 62.5
5.0 95.7 19.2

Table E.1. Signal efficiency and spike rejection for different values of δmin [55].

as a function of the WP chosen. It is shown that moving from the δmin of 2.5 GeV to
a 5.0 GeV working point results in a minimal gain in signal efficiency (0.1%), while a
significant portion of spike rejection is lost (43.3%). This implies that the δmin = 2.5
GeV working point offers a favorable compromise between signal efficiency at low
ET and overall spike rejection.

E.1.3 Commissioning for Run3

An offline Severity assignment is employed to categorize ECAL TPs in the dataset
as akin to signal or spike. Each ECAL TT is comprised of 25 crystals, and an offline
energy assessment is performed for each crystal within high-energy event regions at
L1A, denoted as a reconstructed hit or rec hit. In parallel, each rec hit is assigned a
timing value and a severity level. A severity level of zero signifies a rec hit without
issues in the data, whereas a level of three indicates a rec hit is out of time based on
its timing. A severity level of four implies the rec hit satisfies one or more criteria:
it is flagged as out-of-time or does not pass a topological cut, the swiss cross cut.
Since spikes originate from isolated APD hits and not from dispersed EM showers,
they usually concentrate their energy in a single crystal, identifiable by a swiss cross
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(a) Swiss cross definition, illustrated by the
energy in a 3x3 ECAL crystal portion.
E1 = energy of the central crystal, E4 =
sum of the energies of the central crys-
tal’s four surrounding neighbors [158].

(b) Reconstructed time vs. swiss cross score
[63].

Figure E.8. Swiss cross definition, and reconstructed hit timing vs. swiss cross score from
a 2010 CMS data sample.

variable, depicted in Figure E.8. Consequently, rec hits with a severity level of zero
(or four) correspond typically to signal-like (or spike-like) events, mapped in the
respective region of reconstructed time versus swiss-cross score in Figure E.8. To
allocate a severity level and reconstructed time to an EB TP, the highest energy
reconstructed hit within a TP is identified. This hit then imparts its severity level
and timing to the TP.
During the commissioning of CMS and LHC for Run 3, the accelerator complex
orchestrated beam splashes to the experiments. This entailed the closure of an
LHC collimator upstream from CMS, leading to a proton bunch interaction and the
ensuing production of a particle shower. These particles, principally muons, pervade
the entire CMS detector.
An extensive spectrum of ECAL reconstructed hit timings is registered during beam
splash occurrences. This arises from the particle shower reaching the CMS detector
unidirectionally. The CMS system is calibrated to trigger events based on ECAL
activity in the vicinity of η = 0, which synchronizes in-time hits with the anticipated
timing of proton-proton bunch collisions. As the particle cascade interacts with the
ECAL over time, these hits are chronologically categorized as positively out-of-time.
In contrast, hits resulting from the particle shower impacting the ECAL prior to the
triggering of the event are denoted as negatively out-of-time in relation to η = 0.
In this configuration, the majority of the ECAL barrel operated with its standard
Run 2 setup. However, a "killing + tagging" mode was established for two central
supermodules to address the expected negative out-of-time signals. In this mode,
ECAL strips that exhibit a larger odd amplitude compared to the even amplitude
have their energy set to zero, a process referred to as "killing." Concurrently, if a
considerable extent of energy zeroing is detected within an ECAL Trigger Tower,
a flag is raised, denoting the "tagging" process. This method’s functionality was
scrutinized and is considered a potentially valuable technique for future applications.
For example, it could provide insights into which ECAL regions have undergone
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energy reduction due to the double weights mechanism. Observations indicated
that energy readings in these regions were lower than in other supermodules with
similar TP timings due to the particle splash propagating from negative to positive
pseudorapidity (η) values. TPs in these regions were appropriately tagged, marking
the first instance of ECAL running with double weights in the "killing + tagging"
mode. This demonstrates the efficacy of this previously untested configuration. The
resulting ECAL TP timings, along with the flagged TPs, are depicted in Figure E.9.

Observations indicate that the TP timings, derived by assigning the timing of

(a) TP energy distribution. (b) TPs tagged as out of time.

15 10 5 0 5 10 15
Trigger Tower  index

10

20

30

40

50

60

70

Tr
ig

ge
r T

ow
er

 
 in

de
x

ECAL Barrel
CMS Preliminary Beam Splash 2022

25

20

15

10

5

0

5

10
Re

c 
hi

t t
im

e 
(n

s)

(c) TP timing distribution.

Figure E.9. ECAL TP energies, TPs tagged as out-of-time by double weights in killing +
tagging mode and TP timing distribution during a 2022 CMS beam splash.

the highest energy reconstructed hit in the TT, vary from about −25 ns to 10 ns.
TPs identified by the double weights mechanism as out-of-time possess timings in
the negative domain, ranging from −10 ns to −15 ns, and in-time signals are not
erroneously tagged. This constitutes the initial instance of out-of-time tagging at the
ECAL TP and validates the functionality of the double weights system for tagging
out-of-time signals in the data.
In addition, during data-taking in 2022, during a 2-hour period, for the first time,
ECAL took data with pp collisions at 13.6 TeV in full readout mode running with
double weights in tagging+killing mode δmin = 2.5 GeV working point. The reason
a full-readout run was included in this study is that, in a full-readout, information
from all ECAL crystals is saved. In non-full-readout runs, there is a selective readout
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procedure in which low-interest regions are not readout. It is desirable to study the
full readout runs when comparing low-energy TP energies to ensure that all ECAL
information is available in the events and be able to study the effects of double
weights properly.
Two different categories are studied: signals (TPs assigned to severity 0 recon-
structed hits), which are in time (matched reconstructed crystal hit time |t| < 3ns),
and spikes (TPs assigned to severity 4 reconstructed hits), which are out-of-time
(matched reconstructed crystal hit time t > 10ns). The data TP energies vs. offline
matched times and the fraction of TPs tagged over the total are shown in Figure E.10
for severity zero matched signal-like TPs, and Figure E.11 for severity 4 matched
spike-like TPs. We checked the timings of TPs that have some energy subtracted
by double weights in the full timing range, not just restricted to in time and very
later. From these distributions, it is observed that Double weights are able to tag
TPs, which are positively out-of-time (spikes-like signals). For signals-like events,
there is a negligible amount of tagging seen for in-time signals. This shows that with
ECAL double weights, there is some potential to lower the spike contamination rate,
including in the high energy regime.
From these distributions, it is observed that Double weights are able to tag TPs,
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(b) Signal TPs tagged by double weights.

Figure E.10. 2022 LHC full-readout severity 0 signal TPs, all and tagged.

which are positively out-of-time, as well as some spikes, which are negative out-of-
time. For signals, there is a non-negligible amount of tagging seen for in-time signals.
To properly quantify the effects of the double weights for both signals and spikes,
the resulting tagging probability (average energy fractions subtracted) from in-time
signals and out-of-time spikes are shown in Figures E.12 left (right) and E.13 left
(right). The outcome of this study is that low energy signals have a non-zero proba-
bility of having energy subtracted, which decreases as the TP energy increases, and
that out-of-time spikes have a large percentage of energy subtracted, which increases
as spike energy increases.
The results of these studies with double weights demonstrate a potential benefit at

the ECAL TP level, as high-energy spikes are identified and eliminated with minimal
impact on in-time low-energy signals. A subsequent critical evaluation involves the
impact of double weights on CMS L1 metrics. This encompasses the effects on L1
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Figure E.11. 2022 LHC full-readout severity 4 signal TPs, all and tagged.

CMS work in progress

(a) Tagging probability for in-time signals
as a function a function of TP transverse
energy.

TP [ADC]

CMS work in progress

(b) Average energy fractions subtracted from
in time signals.

Figure E.12. Tagging probability in data and average energy subtracted for Severity 0
matched TPs with offline matched reconstructed times < 3 ns.



E.1 Double Weights 142

CMS work in progress

(a) Tagging probability for out-of-time sig-
nals as a function a function of TP trans-
verse energy.

TP [ADC]

CMS work in progress

(b) Average energy fractions subtracted from
out-of-time signals.

Figure E.13. Tagging probability in data and average energy subtracted for Severity 4
matched TPs with offline matched reconstructed times > 10 ns.

rates and the L1 turn-on curves. A conceivable advantage would be a reduction in
the L1 rates owing to the exclusion of spikes, which might enable a reduction of the
L1 seed energy thresholds. Once these studies are completed in the next months,
the commissioning of the double weights will start for the last year of data-taking.
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