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Introduction

In this thesis a search for physics beyond the Standard Model (SM) at the Large
Hadron Collider (LHC) is presented.

The Standard Model of particle physics is the theory developed throughout
the second half of the 20th century describing the elementary particles and their
interactions. It summarizes our current understanding of particle interactions and,
from an experimental point-of-view, all the measurements performed in the last
decades verified at a high precision level its predictions, without evidence of physics
beyond the SM. Despite its experimental success, the SM is widely considered an
incomplete theory for many reasons. To give some examples: it does not incorporate
gravity; it does not explain the asymmetry between matter and antimatter; it does
not contain any viable dark matter particle with all the required properties deduced
from cosmology.

Several alternative theories have been elaborated to include the SM and to
overtake such open issues in a more general theoretical framework. Many of these
theories predict the existence of new particles at the TeV scale, which therefore
could be accessible at the LHC.

This thesis describes a model independent search for resonances decaying into
a pair of quarks and/or gluons which appears in the detector as a pair of hadronic
jets. The experimental signature is a bump in the dijet invariant mass distribution
close to the resonance mass, over a falling background.

The analysis is based on data recorded by the CMS experiment in 2016, corre-
sponding to an integrated luminosity of 36 fb−1 with an energy in the center-of-mass
of 13 TeV.

The thesis is organized in the following way. The first two chapters give an
overview of the physics motivations, of LHC and CMS. Chapters 3, 4 and 5 sum-
marize my own work and the original contributions I gave.

An overview about the Standard Model, with particular attention to elements
of Quantum Chromodynamics, is briefly given in Chapter 1. The main theories
beyond the SM that have been probed with this search are summarized as well in
this chapter.

Chapter 2 is dedicated to the experimental apparatus, with the description of
the LHC and of the CMS experiment with all its subdetectors.

The most important objects for the dijet search are the hadronic jets. The
general aspects of the jet reconstruction are described in Chapter 3, where the jet
energy calibration procedure used in CMS is also described. Large part of my Ph.D.
work was devoted to the jet energy calibration using photon+jet events, crucial to
the measurement and the correction of the jet energy scale, and to the energy
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corrections for non-standard jets needed for a part of the analysis.
The last two chapters are dedicated to the description of the search for new

particles decaying into a pair of jets. In Chapter 4 the analysis strategy is re-
ported. The data and simulation samples, selection criteria and quality checks are
described, along the fit strategy in order to estimate the background, that is my
main contribute to the analysis. The results and their statistical interpretation are
presented in Chapter 5, which also discusses the constraints on dark matter posed
by this search.



1

Chapter 1

The Standard Model and
beyond

1.1 The Standard Model
The Standard Model of particle physics is the theory describing the physics of ele-
mentary particles in terms of quantum fields. The first step towards the Standard
Model was Sheldon Glashow’s unification of the electromagnetic and weak interac-
tions [1]. Few years later Steven Weinberg [2] and Abdus Salam [3] incorporated
the Higgs mechanism into Glashow’s electroweak interaction, giving to the theory
its modern form. The SM describes in one coherent framework three of the four
fundamental interactions: electromagnetic, weak and strong forces, therefore not
including the gravity. The particles described by this theory can be divided in two
groups:

• Fermions: Particles with half-integer spin obeying to the Fermi-Dirac statis-
tics. Six leptons and six quarks (in three different colors) compose this group,
representing the matter fields.

• Bosons: Particles with integer spin obeying to the Bose-Einstein statistics,
mediators of the fundamental forces.

A schematic representation of the SM particles is reported in Figure 1.1.
The Lagrangian of the theory is invariant under the non-Abelian gauge symme-

try group:

SU(3)C × SU(2)L × U(1)Y (1.1)

where SU(3)C indicates the color symmetry, while the invariance under SU(2)L×
U(1)Y describes the unification between the electromagnetic and weak forces. The
Lagrangian can be written as the sum of two contributes: one describing the strong
interaction (Quantum Chromodynamics or QCD), and one the electroweak interac-
tions (EW):

LSM = LQCD + LEW (1.2)
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Figure 1.1. The Standard Model of elementary particles, with the three generations of
fermions, the gauge bosons in the fourth column, and the Higgs boson in the fifth.

For the search presented in this thesis, the relevant part is the QCD contribution,
therefore only this sector will be described in the next paragraphs.

The QCD is the theory which describes the strong interactions between quarks
in terms of exchange of gluons which are the force carriers of the theory, like the
photons are for the electromagnetic force in quantum electrodynamics.

The gauge invariant QCD Lagrangian can be written as:

LQCD =
∑
i

q̄i,a(iγµ∂µδab − gsγµtAabGAµ −miδab)qi,b −
1
4F

A
µνF

µν,A (1.3)

where qi,a represents the quark spinor of flavor i and color a = 1→ 3, GAµ is the
gluon field associated with the generator tAab (A = 1→ 8), gs is the gauge coupling
and FAµν is the gluon field tensor:

FAµν = ∂µG
A
ν − ∂νGAµ − gsfABCGBµGCν (1.4)

fABC are the structure constants satisfying the relation:[
tA, tB

]
= ifABCt

C (1.5)

The QCD is characterized by two peculiar properties: the confinement and the
asymptotic freedom. Due to the confinement when two quarks are separated the
energy in the gluon field is enough to create another quark pair. For this reason,
only color-singlet states can be directly observed and therefore a quark or a gluon
cannot exist as free particle. The asymptotic freedom means that the bonds between
particles become asymptotically weaker as energy increases and distance decreases.
Quarks interact weakly at high energies, allowing perturbative calculations of the
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cross sections in deep inelastic processes, and strongly at low energies, preventing
the unbinding of baryons.

An exhaustive description of the QCD can be found for example in [4].

1.2 Theories beyond the Standard Model
Many theories beyond the Standard Model predict the existence of new particles at
the TeV scale. This thesis focuses on the search for processes producing resonances
(denoted by X) decaying to pair of jets as illustrated in Figure 1.2.

q or g

q or g q or g

q or g

X

Figure 1.2. Feynman Diagram for a resonance decaying to pair of jets. The initial state and
final state both contain two partons (quarks, antiquarks or gluons) and the intermediate
state contains an s-channel resonance X.

Despite the approach of the search is basically model-independent, the results
are compared with some theoretical models described briefly in the next sections
and summarized in Table 1.1.

String resonances

The model with the largest cross section for the production of new particles is
a model of string resonances [5] [6], which are Regge excitations of quarks and
gluons in string theory decaying predominantly to qg. The superstring theory offers
one of the most robust scenarios beyond the Standard Model, provided that its
fundamental mass scale is sufficiently "low", i.e. of order TeV. The mass scale Ms

of the fundamental strings can be as low as a few TeV provided that space-time
extends into large extra dimensions, allowing a novel solution for the hierarchy
problem. This mass determines the energy threshold

√
ŝ ≥ Ms for the production

of Regge resonances in hadron collisions, where ŝ is the Mandelstam variable as
explained in Section 3.1.1.

In order to rely on the perturbation theory in the computation of the scattering
amplitudes, the string coupling is assumed to be small. Under this assumption, the
2→ 2 scattering amplitudes involving four gluons as well as those with two gluons
plus two quarks do not depend on the compactification details and are completely
model-independent (approximately true also for the four-quark scattering). All
string effects are encapsulated in these amplitudes in one "form factor" function of
Mandelstam variables ŝ, t̂, û:

V (ŝ, t̂, û) = Γ(1− ŝ/M2
s )Γ(1− û/M2

s )
Γ(1− t̂/M2

s )
(1.6)
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The physical content of this form factor becomes clear after using the expansion
in terms of s-channel resonances, which shows s-channel poles associated to virtual
Regge excitations with masses

√
nMs.

Only the first-level (n = 1) excitation is relevant for the purpose to have reso-
nances in the dijet spectrum, while the string mass Ms is the only free parameter.
The exact values of the cross sections also depend on the color factors and the spin
values of the excited states.

Excited quarks

Many theories beyond the SM are based on the assumption that the quarks are
composite objects [7]. The most compelling evidence of a quark substructure would
be provided by the discovery of an excited state of a quark. An excited quark
(denoted by q∗) may couple to an ordinary quark and a gauge boson as a gluon via
gauge interactions given by the Lagrangian:

L = 1
2Λ q̄

∗
Rσ

µν

[
gsfstaG

a
µν + gf

~τ · ~Wµν

2 + g′f ′
Y

2 Bµν
]
qL + h.c. (1.7)

where q∗R is the excited quark field, σµν is the Pauli spin matrix, qL is the
quark field, Gaµν , ~Wµν and Bµν are the field tensors of SU(3), SU(2) and U(1)
gauge fields, ta and ~τ are the generators of the color SU(3) and isospin SU(2),
Y is the hypercharge and gs, g and g′ are the gauge coupling constants. The
compositeness scale, Λ, is the typical energy scale of these interactions, and fs,
f and f ′ are unknown dimensionless constants determined by the compositeness
dynamics, which represent the strengths of the excited quark couplings to the SM
partners and are usually assumed to be of order unity.

The production of q∗ via gauge interactions would proceed through quark-gluon
(qg) annihilation. In the context of this analysis, excited quarks would then decay
into a quark and a gluon and they would appear as resonances in the invariant mass
distribution of the decay products. The partial width for the decay of an excited
quark with mass m∗ is given by:

Γ(q∗ → qg) = 1
3αsf

2
s

m∗
3

Λ2 (1.8)

where αs is the strong coupling constant.

Colorons and Axigluons

An intriguing possibility for new physics is that an extended color gauge sector
may exist. In particular there are models theorizing the existence of new colored
states beyond the familiar quarks and gluons [8]. One class of theories beyond
the SM is that in which the strong interactions are extended from the standard
SU(3)QCD to a larger SU(3)1×SU(3)2 group and in which a spontaneous symmetry
breaking reduces the larger group to its diagonal subgroup which is identified with
SU(3)QCD. Each of these models includes new heavy colored gauge bosons, as
colorons or axigluons, transforming as a color octet.
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An octet of massive colorons [9], together with an octet of massless gluons, is
formed by the mixing of the initial gauge bosons in the rotated phase of the physical
gauge fields. The Lagrangian of the interaction between the colorons field Caµ and
the quarks is similar to the one of QCD:

LC = −gscotθ
∑
ij

q̄iγµtaqj

Caµ (1.9)

where gs =
√

4παs, θ is the gauge boson mixing angle and ta are the color group
generators.

The decay width can be written as:

ΓC ≈
N

6 αscot
2θMC (1.10)

where MC is the coloron mass and N is the number of quark flavors with mass
smaller than MC/2.

The axigluons are predicted by the Chiral Color model [10] which extends the
QCD to the gauge group SU(3)L×SU(3)R leading to a second octet of force carriers.
The exact implementation of the chiral color group is model dependent, but there
are two universal features: the existence of a massive color octet axigluon field
(corresponding to the broken symmetry), and the existence of new particles which
are needed to cancel the triangular anomalies. The axigluon production requires an
antiquark in the initial state (qq̄ → A), slightly reducing the cross section compared
to the excited quarks. The axigluon can not decay to a gluon-gluon pair due to the
parity conservation, but it can decay to quark-antiquark pairs, with produce the
dijet final state. The axigluon decay to fermions is described by the Lagrangian:

LA = −igs

∑
ij

q̄iγ5γµtaqj

Aaµ (1.11)

where A is the axigluon field. The width of the axigluon decay can be written
as:

ΓA = NαsMA

6 (1.12)

where N indicates the open decay channels and MA is the axigluon mass, which
is a free parameter of the theory.

E6 Diquarks
Within the context of superstrings in ten dimensions, the gauge and gravitational
anomaly cancellation (which is necessary for a finite theory) was found to occur only
for the gauge groups SO(32) or E8 × E8. This last group leads to chiral fermions
(as exist in the SM), whereas SO(32) does not, so E8 × E8 can contain the SM
in its usual form and therefore it is the most attractive phenomenologically. To
make connection with our four-dimensional world, the extra six dimensions must be
compactified on some kind of manifold and several compactification scenarios are
possible. The compactification of the additional six dimensions can lead to E6 as an
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"effective" Grand Unification Theory (GUT) group. This motivation has inspired
the interest in E6 and its subgroups as sources of physics beyond the SM.

The E6 models contain color-triplet scalar diquarks [11], D and Dc, produced
with electromagnetic coupling from the valence quarks of the proton (ud→ D). The
cross section for E6 diquarks is large despite the relatively weak coupling because
of the large parton distribution function (PDF) for valence quarks: at high parton
momentum the probability of finding a quark in the proton is significantly larger
than the probability of finding a gluon or antiquark.

The Lagrangian for this kind of interaction is:

LD = λεijkū
ci 1

2(1− γ5)djDk + λc
2 εijkū

i 1
2(1 + γ5)dcjDck + h.c. (1.13)

where i, j, k are the color indices, while λ and λc are hyper-potential parameters
of the E6 model.

The widths of the decays are:

ΓD = αλMD (1.14)

and

ΓDc = αλcMDc (1.15)

with αλ = λ2/4π and αλc = λ2
c/4π

Color-octet scalars

New physics at the weak scale typically gives rise to unacceptably large flavor chang-
ing neutral currents if it can couple at tree level to the quarks. An attractive way to
avoid this problem is to impose the principle of minimal flavor violation [12]. Mo-
tivated by this principle, some models extend the SM by one family of color-octet
scalars [13]. In this thesis the decay channel into a pair of gluons is considered, for
which the cross section is relatively large because of the strong coupling.

The Lagrangian of the interaction can be written as:

L = gs
ks
Λ dabcSa8G

b
µνG

cµν (1.16)

where gs is the strong coupling constant, ks is the scalar coupling, Λ is the
interaction energy scale, dabc are the structure constants of SU(3) and S8 and Gµν
are the color-octet scalar field and the gluon field tensor respectively.

The width of the color octet scalar resonance is given by:

Γ = 5
6αsk

2
s

M3

Λ2 (1.17)

The anomalous coupling of the color-octet scalar model used in this thesis is
k2
s = 1/2.
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Z’ and W’
New gauge bosons arise from extensions of the electroweak symmetry of the Stan-
dard Model in which there is an extra SU(2) gauge group. SU(2) × SU(2) is
spontaneously broken to the diagonal subgroup SU(2)L, which corresponds to the
SM group. In these extensions new gauge coupling constants are of the same order
as in the SU(2)L and new gauge bosons are produced. W’ and Z’ bosons [14], named
in analogy with the Standard Model W and Z bosons, refer to these hypothetical
gauge bosons.

Assuming that these new gauge bosons couple to the SM particles, their cross
sections are calculated by scaling the corresponding cross sections of their SM coun-
terparts. In particular the Fermi constant GF becomes:

G′F = GF

[
M

M ′

]2
(1.18)

where M and M’ are the masses of SM bosons and new gauge bosons respectively.
Furthermore W’ and Z’ have electroweak couplings and require antiquarks for

their production (q1q̄2 → W ′, qq̄ → Z ′), giving small cross sections. As in the
Standard Model, the Z’ production rate is expected to be smaller than the one for
W’.

Dark Matter Mediator
The dark matter particles (DM) can avoid observation in direct detection exper-
iments for example at low DM masses (O(GeV)) where the sensitivity is reduced
mainly due to the low-energy threshold of the detector (the elastic scattering of DM
with mass of 10 GeV would produce nuclear recoils of 1 keV [15]). Furthermore at
high DM masses (O(102 GeV)) the direct searches lose sensitivity due to the fact
that the local dark-matter density is constant (0.3 GeV/cm3 [16]) and therefore the
heavier the individual particles, the less particles are available for the scattering. On
the other hand the dark matter search can be strongly constrained, under specific
assumptions, by LHC measurements. In this way, an important complementarity
is established between searches for DM particles production and searches for the
mediator itself, as in the case of the dijet resonance search.

Models in which the dark matter particle χ is a Dirac fermion and the particle
mediating the interaction (the "mediator") is exchanged in the s-channel are con-
sidered. All the models are characterized by four parameters: the DM mass mDM ,
the mediator mass Mmed, the universal mediator coupling to quarks gq and the
mediator coupling to DM gDM .

A simplified model [17, 18] is considered, in which the dark matter mediator
is assumed to be a spin-1 particle decaying only to quark-antiquark pairs or DM
particles pairs, with unknown mass mDM and with an universal coupling to quarks
gq = 0.25 and a DM coupling gDM = 1.0.

The two models with a spin-1 mediator Z’, vector (V) and axial-vector (AV),
have the following interaction Lagrangians:

LV = −gDMZ ′µχ̄γµχ− gq
∑

q=u,d,s,c,b,t
Z ′µq̄γ

µq (1.19)
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and

LAV = −gDMZ ′µχ̄γµγ5χ− gq
∑

q=u,d,s,c,b,t
Z ′µq̄γ

µγ5q (1.20)

The minimal decay width of the mediator is given by the sum of the partial
widths for all the decays into DM and quarks that are kinematically accessible. For
vector mediator, the partial widths are given by:

Γχχ̄V = g2
DMMmed

12π (1− 4zDM )1/2(1 + 2zDM ) (1.21)

Γqq̄V =
g2
qMmed

4π (1− 4zq)1/2(1 + 2zq) (1.22)

where zDM,q = m2
DM,q/M

2
med and the two different types of contribution to the

width vanish for Mmed < 2mDM,q .
The corresponding expressions for the axial-vector mediator are:

Γχχ̄AV = g2
DMMmed

12π (1− 4zDM )3/2 (1.23)

Γqq̄AV =
g2
qMmed

4π (1− 4zq)3/2 (1.24)

For completeness, an alternative method to the simplified model has to be quoted
and this is the effective field theory (EFT) approach. It does not include a mediator
reducing the interactions between DM and the SM fields down to contact interac-
tions. The advantage of the simplified model with respect to the EFT is that it
does not depend on an energy scale, but it is more model-dependent [19].

Randall-Sundrum gravitons
Models with warped extra-dimensions can explain the difference between the Planck
scale and the electroweak scale, introducing a non-trivial geometry in the extra-
dimensions. Randall and Sundrum (RS) proposed a warped geometry with 5 di-
mensions with an energy scale of the order of the TeV [20]. In this case, with only
one extra-dimension, the metric is given by:

ds2 = e−2krcφηµνdx
µdxν + r2

cdφ
2 (1.25)

where k is a scale of the order of the Planck scale, 0 ≤ φ ≤ π is the coordinate
for the extra dimension, which is a finite interval whose size is set by the com-
pactification radius rc, ηµν = diag(−1, 1, 1, 1) is the 4D Minkowski metric and xµ
are the usual space-time dimensions. In this model, spin-2 gravitons (denoted by
G) are expected, being the Kaluza-Klein (KK) excitations of the gravitational field
hµν . The graviton coupling to the Standard-Model fields is given by the interaction
Lagrangian:

L = − 1
Λh

µνTµν (1.26)
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where Λ is the energy scale and Tµν is the energy-momentum tensor of the
matter fields.

If Λ ∼ TeV , RS gravitons can be produced in hadron collisions and they can
decay to gluons or quark-antiquark pairs, leading to the dijet signature. The partial
widths are given by:

Γ(G→ gg) = x2
1

10π

[
k

MPl

]2
m1 (1.27)

and

Γ(G→ qq̄) = 3x2
1

160π

[
k

MPl

]2
m1 (1.28)

where x1 is the 1st root of the the Bessel function of order 1, m1 is the mass of
the KK excitation and MPl is the reduced effective 4-D Planck scale.

In this thesis the model with k/MPl = 0.1 is considered.

Model Name Mediator Decay Channel
Excited Quark q* qg
E6 Diquark D qq
Axigluon A qq̄
Coloron C qq̄

Color-Octet Scalar s8 gg
Heavy W W’ qq̄
Heavy Z Z’ qq̄

Dark Matter Mediator qq̄
RS Graviton G qq̄, gg

Table 1.1. Summary of the considered theoretical models predicting a resonance decaying
in a pair of quarks or gluons.
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Chapter 2

The Large Hadron Collider and
the Compact Muon Solenoid

The analysis presented in this thesis was performed with the data collected in 2016
by the Compact Muon Solenoid (CMS) experiment, one of the four major experi-
ments installed at the Large Hadron Collider (LHC). In this chapter, after a short
description of the LHC, all the subdetectors of CMS are illustrated.

2.1 The Large Hadron Collider
The Large Hadron Collider at CERN is the largest and most powerful particle
accelerator ever built. It is part of a complex system of accelerators, acting as
injectors, aiming to accelerate particle beams up to high energy. At LHC heavy
ions or protons are accelerated, but for this thesis only the last ones are considered.
The protons are extracted from a hydrogen source and injected in the accelerator
system that is schematically shown in Figure 2.1 and it is composed by:

• A linear accelerator (called LINAC 2 ) accelerating protons up to an energy
of 50 MeV;

• The Proton Synchrotron Booster (PSB), which increases the proton energy
up to 1.5 GeV;

• The Proton Synchrotron (PS), where the protons reach the energy of 28 GeV;

• The Super Proton Synchrotron (SPS), a circular accelerator with a radius of
1 km that leads protons to have an energy of 450 GeV;

• The Large Hadron Collider (LHC ), which is the last accelerator of the chain.
It is a 27 km long circular accelerator in which the protons reach the energy
of 6.5 TeV and they collide with an energy in the center of mass of 13 TeV.

In proton-proton collisions there may be interactions at small distance between
the partons, with high transferred transverse momentum. These events, which lead
to the creation of new massive particles, are the ones sought but are rare. The
majority of the events consists of minimum bias events, which means collisions at
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Figure 2.1. Schematic view of the CERN accelerator system.

large distance between the partons and low transferred momentum. For this reason,
in addition to a high energy in the center of mass, an important design feature of
the LHC is the high luminosity, that quantifies the ability of a particle accelerator
to produce the required number of interactions. The number of events, N, is in fact
the product between the cross section of interest, σ, and the integral over the time
of the instantaneous luminosity, L:

N =
∫
L(t)dt · σ (2.1)

It is easy to see that the luminosity is related to the rate of events for a process
i with cross section σi by the relation:

Ri ≡
dNi

dt
= L · σi (2.2)

The luminosity depends only on the machine parameters and in a circular col-
lider is defined as:

L = N1N2fNb

∫ ∫ ∫ ∫ +∞

−∞
ρ1(x, y, s− s0)ρ2(x, y, s+ s0)dxdydsds0 (2.3)

where N1 and N2 are the number of protons in a bunch for the two beams, Nb

is the number of colliding bunches, f is the revolution frequency and ρ1 and ρ2
are the density distribution functions of the two beams. Referring to Figure 2.2, in
which two colliding bunches are illustrated, s0 = c · t is the distance from the central
collision point.

Assuming the distributions of the protons in the bunches are identical in the
transverse part and Gaussian, and that they are uncorrelated in x, y and z, the
formula above can be rewritten as:
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Figure 2.2. Schematic view of two colliding bunches. Ni is the number of particles per
bunch, ρi is the density function and s0 is the distance from the central collision point.

L = N1N2fNb

4πσxσy
(2.4)

where σx and σy quantify the transverse beam sizes in the horizontal and vertical
directions.

The design characteristics of the LHC are listed in Table 2.1.

Circumference 27 km
Maximal number of bunches 2808
Number of protons per bunch 1.05 1011

Bunch spacing 7.48 m = 25 ns
Maximal center of mass energy

√
s 14 TeV

Bunch transverse size σx = σy 15 µm
Bunch length 7.5 cm
Luminosity 1034 cm−2s−1

Table 2.1. Summary of the main LHC technical parameters.

For the first years of data-taking, the so-called "Run1", the center-of-mass energy
in the proton-proton collision was 7 and then 8 TeV, while for the current data-
taking, the "Run2", the record energy of 13 TeV is reached.

At LHC the beams collide in four interaction points. Two of them are the most
general purpose experiments ATLAS (A Toroidal LHC ApparatuS) and CMS (Com-
pact Muon Solenoid), while the other two host the ALICE (A Large Ion Collider
Experiment) and LHCb (Large Hadron Collider beauty) experiments, respectively
focused on heavy ion physics and CP violation measurements. The other smaller
experiments at LHC are TOTEM [21] and LHCf [22], which focus on "forward par-
ticles", and MoEDAL [23] searching for a hypothetical particle called "magnetic
monopole".

2.2 The Compact Muon Solenoid
CMS is a general purpose experiment designed to search for the Higgs boson and
for physics beyond the Standard Model in many possible final states and to study
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with high precision already known particles and phenomena. The detector has a
cylindrical form with radius 7.5 m, length of 22 m and a weight of about 12500
tons. The detector is composed by different subdetectors, each one acting to detect
different kinds of particles. A schematic view of the CMS apparatus is shown in
Figure 2.3.

Figure 2.3. Schematic view of the CMS apparatus.

From the interaction point, the particles produced in the collisions go through
the following subdetectors:

• the tracking system (Tracker) in which charged particles release a track;

• the electromagnetic calorimeter (ECAL) where electrons and photons deposit
their energy;

• the hadrons continue, almost undisturbed, until the hadronic calorimeter
(HCAL) where they are absorbed;

• Muons are detected in the chambers (Muon chambers) located in the outer
part of the detector.

The Tracker and the two calorimeters are located inside a superconducting
solenoid providing a uniform magnetic field of 3.8 T at its center.

In Figure 2.4 a transverse slice of the CMS apparatus is shown, as well as the
typical subdetector responses to the different particles.

The CMS detector is divided in a central region, coaxial to the beam axis, called
barrel, and two endcaps, which are orthogonal to the beam and close hermetically
the cylinder.

The coordinate system adopted by CMS, shown in Figure 2.5, has the origin in
the interaction point, the x-axis points to the center of the LHC ring, the y-axis
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Figure 2.4. (Top) Schematic view of a transverse slice of CMS detector. The sketch
reports the signals left in subdetectors by different types of particles. (Bottom) The
typical subdetector response to different particles.
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Figure 2.5. Coordinate system in CMS.

points vertically upward and z-axis is in the beam direction. The azimuthal angle
φ is measured from the x-axis in the x-y plane, while the polar angle θ is measured
from the z-axis.

When describing a process the pseudorapidity, η, is often used, which is defined
as:

η = − ln tan θ2 (2.5)

This variable at high energy tends to the rapidity given by:

y = 1
2 ln E + pL

E − pL
(2.6)

where pL is the component of the momentum parallel to the beam. The advan-
tage to use the pseudorapidity is that it is a function of the polar angle only, and
does not depend from pL, that for the colliding partons is generally unknown.

2.2.1 Magnet

A magnetic field is needed to bend the path of the charged particles emerging from
high-energy collisions in the LHC, allowing the momentum measurement of the
tracker thanks to the use of the curvature radius. To achieve the best possible
resolution in the muon detection system, CMS chose to have a relatively small
magnet producing an intense field. The magnet installed in CMS is a solenoid and
it is superconducting allowing electricity to flow almost without resistance. It is 13
m long cylindrical magnet [24] made of Niobium-Titanium, with a diameter of 5.9
m. It provides a uniform magnetic field of 3.8 T at its center, carrying a current of
18 kA. The magnet flux is returned via a 1.5 m thick saturated iron yoke which also
acts as a filter, through which only muons and weakly interacting particles such as
neutrinos can pass.
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2.2.2 Tracker

The momentum of the particles is crucial to build up a picture of events at the
heart of the collision. One method to calculate the momentum of a charged particle
is to track its path through a magnetic field; the more curved the path, the less
momentum the particle had. This is the aim of the CMS tracker system [25]. Its
design goal is to reconstruct tracks of high-pT electrons and muons with an efficiency
greater than 95% and greater than 90% for high-pT charged hadrons.

Furthermore the inner part is dedicated to the reconstruction of the primary
vertex and potential secondary vertices.

The CMS tracker system is composed by different layers covering the pseudora-
pidity region up to |η| < 2.5. Exploiting the same technologies based on silicon, the
barrel and the two endcaps are composed by:

• Pixel Barrel/Endcap (TPB/TPE): Arranged in a 3-layers barrel and a 2-layers
endcap on each side, the pixels are used where the particle flow is very large
(107-108 cm−2s−1). An occupancy of about 10−4 per pixel per bunch crossing
is obtained with pixel dimensions of 100 µm × 150 µm;

• Inner Barrel/Disks (TIB/TID): the particle flow is low enough (106 cm−2s−1)
to allow the adoption of microstrips with cells of 10 cm × 80 µm. The occu-
pancy in this region is about 10−1 per pixel per bunch crossing;

• Outer Barrel/Endcap (TOB/TEC) (r > 55 cm): the particle flow is smaller
(105 cm−2s−1) and therefore larger strips can be used (25 cm × 180 µm),
keeping the occupancy around percent.

In Figure 2.6 a longitudinal section of the tracking system is shown, highlighting
the different layers.

Figure 2.6. Schematic longitudinal section of one quarter of the CMS silicon tracker
detector. The distances from the interaction point are reported in millimeters on the
left and bottom axes and the pseudorapidity values are reported on the top.
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The silicon pixel detector provides a resolution in position of about 10 µm in
the transverse plane xy and a precision of about 20 µm for the z-coordinate. The
microstrips instead have a resolution that depends on the cell thickness, but it
is always better than 55 µm in the transverse plane. The nominal momentum
resolution is typically 0.7 (5.0)% at 1 (1000) GeV in the central region.

2.2.3 Electromagnetic calorimeter
The electromagnetic calorimeter (ECAL) [26] is an homogeneous and hermetic
calorimeter composed by 61200 scintillating crystals in the barrel and 7324 crystals
in each endcap. The aim of ECAL is to measure with high precision the energy of
photons, electrons and positrons interacting with the crystals. The behavior of the
scintillating crystals is determined by the following variables:

• Radiation length, X0: the mean longitudinal distance over which the energy of
an electron is reduced by the factor 1/e. For the typical energies, a calorimeter
with a thickness of 25 X0, such as ECAL, allows a containment of 98% with
respect to the total energy of the electromagnetic shower;

• Moliere radius, RM : it is useful to describe the transverse dimensions of the
shower. Defined by:

RM = X0 · 21.1[MeV ]
EC [MeV ] (2.7)

it is the radius of a cylinder containing on average 90% of the shower’s energy
deposition. In the formula, EC is the critical energy for which the mean energy
loss due to ionization is equal to the loss via Bremsstrahlung;

• Light yield, LY : it is defined as the number of emitted photons per MeV
deposited in a crystal;

• τ : it is the scintillation time of a crystal.

Considering these variables, the characteristics of the Lead Tungstate (PbWO4)
make it an appropriate choice for operation at CMS. In fact the high density (8.3
g/cm3) and short radiation length (0.89 cm) of PbWO4 allow the construction of a
compact calorimeter inside the magnet. Furthermore the small Moliere radius (2.2
cm) ensures high lateral shower containment and high granularity (needed for π0-γ
separation and angular resolution). The last important characteristic of PbWO4
is the fast light emission, with the 80% of light emitted in 25 ns (same magnitude
as the LHC bunch crossing time). A drawback of the lead tungstate is the low
LY (100 γ/MeV) compared to other scintillating materials, which forced to use
photodetectors with an intrinsic gain. The chosen photodetectors are Avalanche
PhotoDiode (APD) in the barrel and Vacuum PhotoTriode (VPT) in the endcaps.
The APDs are semiconducting silicon detectors with a strong electric field. When
an electron is knocked out from an atom by scintillation light, it is accelerated in
the electric field, knocking out electrons from the other atoms. Therefore, APDs
are able to produce a very high signal in a short time. The VPTs are used in
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the endcaps, where the radiation is too high for silicon photodiodes. The VPTs
consist of three electrodes within a vacuum tube: one of them releases an electron
when the light arrives, one works as anode producing several electrons that are
then accelerated to the third electrode (the dynode), releasing a second batch of
electrons.

The barrel part of ECAL (EB) covers the pseudorapidity range up to |η| < 1.479
and it is made of 36 identical supermodules, each one composed by 1700 crystals. The
crystals have a trapezoidal shape and a longitudinal dimension of 25.8 X0. They are
organized in a semi-projective geometry, forming a 3o angle with respect to the line
that connects them to the nominal interaction point, to avoid that photons fall in the
separation zone between two crystals. The endcaps (EE) cover the pseudorapidity
region 1.653 < |η| < 3 and their crystals have a length of 24.7 X0. Furthermore in
front of the endcaps two preshower detectors (ES) are installed. They are additional
calorimeters, covering the region 1.7 < |η| < 2.6, made of lead and silicon strips
and used to improve the separation between π0 from γ. In Figure 2.7 the ECAL
geometry is schematically shown.

Figure 2.7. Schematic view of electromagnetic calorimeter of CMS. On the top a 3D view
is shown, underlying the different part of the detector: the barrel in orange, the endcaps
in green and the preshower in pink. On the bottom a section of a quarter of ECAL is
reported, with the pseudorapidity values covered by each part.

The electromagnetic calorimeter resolution can be parameterized with the fol-
lowing expression: (

σE
E

)2
=
(
S√
E

)2
+
(
N

E

)2
+ C2 (2.8)

where E is the energy expressed in GeV. The stochastic term, S, depends on
the fluctuations in the number of detected photons, the noise term (N) is related to
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the electronics noise and the constant term (C) includes several contributions, such
as the lateral containment, the non uniformity of response and the precision of the
intercalibration. This constant term is particularly important because it dominates
at high energy and for ECAL is around 0.3%.

2.2.4 Hadron calorimeter
The aim of the hadron calorimeter (HCAL) [27] is to measure the energy and the
direction of the hadrons produced in the collision. Furthermore the combination of
information from HCAL and other subdetectors allows to reconstruct the energy of
the undetected particles, such as neutrinos, exploiting the energy balancing in the
transverse plane. For these reasons the fundamental requirements for HCAL are
a good hermerticity, a high transverse granularity and a good containment of the
hadron showers.

HCAL is a sampling calorimeter, which means it alternates layers of absorber
made of brass and plastic scintillators. It is organized in sections as follows:

• Barrel/Endcap Hadronic Calorimeter (HB/HE): Located inside the magnetic
field, the barrel part covers the pseudorapidity region up to |η| < 1.3, it has
a total thickness of 7 interaction lengths (λ0) and its transverse granularity
is ∆η ×∆φ = 0.087× 0.087. The endcap parts extend the pseudorapidity up
to |η| < 3. The granularity is ∆η ×∆φ = 0.087 × 0.087 up to |η| < 1.6 and
∆η ×∆φ = 0.17× 0.17 in the range 1.6 < |η| < 3;

• Outer Hadronic Calorimeter (HO): Since the depth of the barrel is not enough
to ensure a complete containment of the hadronic showers originated from
particles with transverse energies above 500 GeV, an additional layer of one
λ0 is present outside the magnet. The granularity and the η covering is the
same as HB;

• Forward Hadronic Calorimeter (HF): Covering the very high pseudorapidity
region (3 < |η| < 5), the HF subdetector is a Cerenkov light detector made of
quartz fibers embedded within a 165 cm long steel absorber. It measures the
energy of particles produced at small angles with respect to the beam line.

A longitudinal view of a quadrant of HCAL is shown in Figure 2.8.
The energy resolution of HCAL can be parameterized as:

σE
E

= 100%√
E[GeV ]

⊕ 8% (2.9)

It is larger than the ECAL energy resolution, therefore the final resolution will
be dominated by HCAL.
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IP.

Figure 2.8. View of a section of a quarter of CMS hadron calorimeter. The distances are
reported from the interaction point (IP) located to the right end of the beam line.

2.2.5 Muon chambers

The muon detector [28] is the outermost of the CMS subdetectors. It has the role
to identify muons, the only charged particles which pass trough the calorimeters
without being absorbed and, using also the information from the tracker system,
to measure their momentum. It is located outside the magnet and constitutes the
return yoke covering the pseudorapidity region up to |η| < 1.4 with the barrel and
up to |η| < 2.4 with the endcaps. The system relies on three different technologies:

• Drift Tube (DT): The DTs are chambers built with 12 layers of drift tubes.
Each chamber is composed by parallel plates made of aluminum, filled with a
mix of Argon (85%) and CO2 (15%). They are located in the barrel region,
where the relative occupancy is less than 10 cm−2s−1 and the magnetic field
is uniform;

• Cathode Strip Chambers (CSC): The CSCs are multi-wire proportional cham-
bers filled with a mixture of CO2 (50%), Argon (40%) and CF4 (10%). They
are installed in the endcaps where the occupancy is larger (100 cm−2s−1) and
the magnetic field is not uniform;

• Resistive Plate Chambers (RPC): The RPCs are chambers made of parallel
plates of Bakelite. They are employed in the barrel as well as in the endcaps.

A section of the muon detector is shown in Figure 2.9.
The DT and the CSC provide an excellent spatial resolution (≈100µm) for the

measurement of the momentum, while the RPC are mainly used for the bunch cross-
ing identification and for trigger purposes, thanks to their excellent time resolution
(3 ns). In Figure 2.10 the resolution in momentum is reported for the muon system
only and for the combined information from this detector and the tracker. The
combination significantly improves the precision of the measure.
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Figure 2.9. View of one quarter of the CMS muon system.
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model. A more appropriate error estimate uses the 1/pT residual from the distribution of
measured momenta. The residual is defined as

∆pT

pT

=
(1 / pT

meas− 1 / pT
gen)

1 / pT
gen

For muons generated at a single transverse momentum, the width of this distribution
gives the residual error estimate. The non-gaussian tails should be apparent in the residual
distribution, possibly yielding a poorer - yet more realistic - resolution than would the idealized
errors in the covariance matrix.

The momentum resolution for muons over the entire CMS η range has been determined
for both the muon stand-alone measurement with vertex constraint (Fig. 2.3.1) and the muon
system plus tracker (Fig. 2.3.2).

For tracks up to 100 GeV pT, the resolution is fairly constant in η up to η = 1.5.  Tracks
in this region have traversed the entire radius of the solenoid, experiencing the full bending
power, ∫B·dl, of the magnetic field. Due to multiple scattering and electronic noise, there
would be little improvement in the momentum resolutions even if the chamber resolutions were
better. For η ≥ 1.5 the tracks exit the end of the solenoid before the entire radius has been
reached. There is weaker bending of these tracks, leading to an degradation in the resolution for
higher values of η.

Fig. 2.3.1: Momentum resolution for simulated muon tracks at selected values of transverse
momentum using only hits from the muon system with a vertex constraint. Full digitization of
the detector response was performed for the endcap chambers.

2. System Performance

27

Fig. 2.3.2: Momentum resolution for muon tracks at selected transverse momenta using hits
from the muon system combined with hits from the central tracker.

Although the muon system is optimized for measurement of 100 GeV pT muons, physics
demands good measurement over a broad range of pT. At a lower pT, a track's curvature in the
magnetic field is greater, which should lead to a better estimate of the momentum. However, the
mean multiple scattering angle is inversely proportional to momentum, meaning that the
deflection of the trajectory as it passes through the absorber becomes larger with smaller pT.
When this error dominates, the momentum error is said to be multiple scattering limited. Muon
tracks down to 10 GeV pT are used to explore this limit.

As track momentum increases above the constant multiple scattering limit, the error
becomes measurement limited, increasing linearly with pT. The momentum resolution as a
function of η for 1 TeV muon tracks takes into account all energy losses and includes additional
hits from secondary electromagnetic radiation. For the muon stand-alone fit, the error has now
risen above the multiple scattering limit and the resolution is significantly worse than for the 10
through 100 GeV pT range.

Although at high momentum the relative error from multiple scattering is less, the
likelihood that a muon loses energy through the production of secondary radiation is increased.
This secondary radiation produces additional chamber hits, creating background in the vicinity
of the muon hits. These background hits may be incorporated into the reconstructed track,
leading to ambiguities. Also, tracks which lose a large amount of energy in this manner will
appear to have smaller momenta at a later stage along their trajectories, leading to larger track
parameter errors than expected from the position measurement errors and multiple scattering

Figure 2.10. The momentum resolution as a function of η for different muon pT . (Left)
The resolution obtained from the muon detector only. (Right) The results from the
combination of information from the muon detector and the tracker.
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2.2.6 Trigger
The LHC collides proton bunches each 25 ns, that means with a frequency of 40
MHz. Such high frequency, together with a typical event size of about 1 MB, makes
it impossible to save the information for all the events. Moreover, saving all the
events would not be useful since most of them are soft collisions and therefore not
interesting for the CMS physics program. Since the maximum event rate sustainable
from CMS is around 1 kHz, a decision-making system (trigger system) is in use to
decide quickly if an event is interesting and must be saved or if can be discarded.
The trigger system in CMS is composed by two levels:

• the first level of the trigger is completely hardware and it is called Level 1
trigger or L1. Each decision is made in about 3.8 µs and it is based only on
the information from the calorimeters and the muon chambers. At this step
the frequency of the events is reduced down to about 100 kHz;

• the second level is based on software and it is the High Level Trigger or HLT.
It receives the event from the L1 and the decision is based on various strategies
but the guiding principles are a regional reconstruction and a fast event veto.
The regional reconstruction tries to avoid the complete event reconstruction,
that is too slow for triggering purposes, and focuses on the detector regions
where the L1 trigger has found an interesting activity. Non-interesting events
are discarded as soon as possible, selecting in the end about 1 kHz of data,
that is an acceptable event rate that can be saved on disk.
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Chapter 3

Jet reconstruction and
calibration

3.1 Collider physics
3.1.1 Parton-Parton collisions
The two peculiar characteristics of the QCD are the quarks confinement and the
asymptotic freedom [29]. One of the consequences of the asymptotic freedom is that
in proton-proton collisions at high energy, as the ones produced at the LHC, the
hard scattering process takes place between the proton constituents, the partons.
This also entails that the center-of-mass energy of the collision is a fraction of the
center-of-mass energy of the proton-proton system. The fraction of the hadron
energy carried by each parton is described by a quantity called Bjorken scaling
variable x. Summed over all the partons i inside a hadron it gives:

∑
i

xi = 1 (3.1)

A sketch illustrating a typical proton-proton collision is shown in Figure 3.1.
The blue arrows are the incoming protons, while the red arrows are the colliding
partons (which have the same direction of the protons) and the outgoing partons
from the hard interaction. The green arrows represent the initial and final state
radiations and the black ones are the other initial partons interacting at low energy
producing the so-called "underlying event".

The dynamics of the hard scattering of the colliding hadrons can therefore be ap-
proximately described as a two-to-two process between massless partons. Referring
to Figure 3.2, the Mandelstam variables ŝ, t̂ and û are defined as:

ŝ = (pA + pB)2 = (pC + pD)2 (3.2a)
t̂ = (pA − pC)2 = (pB − pD)2 (3.2b)
û = (pA − pD)2 = (pB − pC)2 (3.2c)

where pi refers to the four-momentum of each parton.
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Figure 3.1. Sketch of a proton-proton collision.

Figure 3.2. Sketch of a two-to-two partons scattering.
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The Mandelstam variables are related to the hadron energy and to the scattering
angle, θ∗, by the following equations, which are valid for massless partons:

ŝ = 4xAxBE2 (3.3a)

t̂ = − ŝ2 (1− cos θ∗) (3.3b)

û = − ŝ2 (1 + cos θ∗) (3.3c)

where we considered for simplicity symmetric collisions, in which the two in-
coming beams have the same energy E, as for the LHC.

The transverse momenta of the outgoing partons, pT , and their rapidities in the
laboratory system, yC and yD, are connected to the Bjorken-x through:

xA = pT
2E (eyC + eyD) and xB = pT

2E
(
e−yC + e−yD

)
(3.4)

Introducing the variables:

ȳ = yC + yD
2 and y∗ = yC − yD

2 (3.5)

Eq. 3.4 can be expressed as:

xA = pT
E
eȳ cosh y∗ and xB = pT

E
e−ȳ cosh y∗ (3.6)

In these coordinates:

ȳ = 1
2 log xA

xB
(3.7)

and the invariant mass of the produced system is

M = ŝ = 4p2
T cosh2 y∗ (3.8)

The rapidity of the outgoing partons is therefore related to the scattering angle
and it can be written as:

cos θ∗ = tanh
(
yC − yD

2

)
= tanh y∗ (3.9)

3.1.2 Hadronic cross section
To derive the cross section of a hadronic scattering process it is useful to introduce
the parton distribution functions (PDFs), indicated with fi(x, µ2). They allow the
calculation of the probability of finding inside a hadron a certain kind of parton i
carrying a momentum fraction x at a squared energy scale µ2. The total cross section
can be factorized into a "hard part" expressed by the parton-parton scattering cross
section, σ̂(xApA, xBpB, µ2), and a normalization part based on the PDFs. It can be
written then as:

σ =
∑
ij

∫
dxAdxBfi(xA, µ2)fj(xB, µ2)σ̂(xApA, xBpB, µ2) (3.10)
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The (arbitrary) factorization scale µ can be thought as the scale which separates
the long and short-distance physics. Partons with transverse momentum larger than
µ participate in the hard scattering process with a short-distance partonic cross-
section σ̂.

The cross section of the process is, of course, independent of the machine param-
eters. Nevertheless , for hard scattering processes at a hadron collider, it is helpful
to consider the product of a parton luminosity factor and the parton-parton cross
section σ̂. Calling xAxB = τ , we can define the differential parton luminosity as:

dLij
dτ

=
∫ 1

0
dxAdxBfi(xA, µ2)fj(xB, µ2)δ(xAxB − τ) (3.11)

and therefore the hadronic cross section can be written as:

σ(s) =
∑
ij

∫
dτ

τ

[1
s

dLij
dτ

]
[ŝσ̂ij ] (3.12)

3.1.3 Hadronization and jets

Particles carrying a color charge, such as quarks or gluons, cannot exist in free form
because of QCD confinement which only allows colorless states. For an object con-
taining color charge is therefore energetically convenient to lose its color charge by
multiple radiations of gluons which excite the vacuum producing quark-antiquark
pairs. They then combine themselves, through a process known as hadronization,
forming colorless particles. These particles are produced in a collinear direction with
respect to the initial partons, due to the quadrimomentum conservation and there-
fore the ensemble of these particle appears in the detector as a spray of highly colli-
mated particles, called jet. Jets are composed by different particles, but on average
about 65% of the jet energy is carried by charged particles, about 20% is composed
by high-energy photons, while the remaining part is made of neutral hadrons. The
photons present in the jet are well measured in ECAL, while the hadrons produce
hadronic showers that are absorbed in the calorimeters. A high-energy shower is a
very complex process that consists in a cascade of secondary particles produced as
the result of a high-energy particle interacting with dense matter. Mainly charged
and neutral pions are produced, but, with lower multiplicity, also kaons, nucleons
and other hadrons. A large component of the secondary particles in hadron cas-
cades consists of neutral pions, which represent approximately one third of the pions
produced in each inelastic collision. Neutral pions decay quickly into two photons,
thereby initiating an electromagnetic subshower in the hadron shower. Therefore
after the first collision about 1/3 of the energy is deposited in electromagnetic form
(fem). Charged pions will produce other three pions if their energy is larger than
the energy required for the production. The process then iterates, until all the
remaining charged pions have not sufficient energy to produce new particles. The
total electromagnetic energy fraction produced in the shower is related to the initial
energy E by the power law:

fem = 1−
(
E

E0

)k
(3.13)
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where E0 is a scale factor and k is related to the average multiplicity and type
of particle produced at each step [30]. As we can see from this relation, the higher
the energy of the original particle, the higher the electromagnetic energy fraction
of shower it originates.

3.2 Jet reconstruction
As already mentioned in the previous paragraph, jets are the experimental signature
of quarks and gluons. It is therefore necessary to reconstruct these jets in order to
have information on the partons produced in the collision.

For the purpose of this thesis jets reconstructed from different constituents are
considered. Also, both jets fully reconstructed offline or jets reconstructed only at
trigger level are used. The motivation for this choice lies in the need to probe the
lowest possible dijet masses and this can be done with a particular technique, the
data scouting. A crucial point of this method is that only jets are saved on tape
while other information are discarded, which means that the offline reconstruction
for this events cannot be performed. This concept and the reasons behind it will
be explained in detail in Chapter 4, while the next paragraphs focus on the jet
reconstruction.

3.2.1 Clustering algorithms

Since jets are composite objects, a clustering algorithm is needed in order to define
them univocally. A good jet algorithm should be collinear and infrared safe, which
means that it has to be insensitive to the emission of soft or collinear gluons. If
~pi is the momentum carried by a jet, the result of the clustering sequence must be
invariant under the branching ~pi → ~pj+ ~pk whenever ~pj and ~pk are parallel (collinear)
or one of them is small (infrared). The main clustering algorithm employed at CMS
and satisfying these requirements is the anti-kT algorithm [31]. It takes as input
the list of particle candidates and makes use of the distance between two of them
(i and j) and of the distance from the beam line, defined as:

dij = min

(
1
p2
T,i

,
1
p2
T,j

)
∆2
ij

R2 (3.14a)

diB = 1
p2
T,i

(3.14b)

∆2
ij = (ηi−ηj)2 +(φi−φj)2 is the geometrical distance between the two particles

in the (η, φ) plane in which the particles are clustered, pT,i, ηi and φi are respectively
the transverse momentum, the pseudorapidity and the azimuth of each particle and
the parameter R is radius of the cone in the (η, φ) plane. The algorithm finds the
minimum between dij and diB; if the minimum is diB the algorithm removes the
particle i from the list and call it a "jet", otherwise it recombines the particles i and
j into a new particle by summing their quadrimomenta. The process is iterated
until only jets remain.
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The clustering algorithm can take as input the generator level particles, form-
ing the generator level jets or GenJets, or the reconstructed particles, forming the
RecoJets.

For the jets used in this analysis, the anti-kT clustering algorithm with parameter
R = 0.4 is used.

3.2.2 Particle Flow Jet and CaloJet

The Particle Flow (PF) algorithm [32] is a full event reconstruction which aims at
identifying and reconstructing all the particles produced in the collision by com-
bining the information of the different subdetectors. This algorithm collects re-
constructed hits in each subdetector independently and creates a list of basic re-
constructed elements, namely charged tracks in the tracker and clusters of energy
deposits in the calorimeters. For this purpose the CMS experiment can rely on an
efficient track reconstruction and on an excellent calorimeter granularity that allows
to disentangle overlapping showers. Once the different elements are reconstructed, a
link algorithm connects blocks which are topologically compatible, forming a list of
particle candidates (PFCandidates). For example an electron PFCandidate arises
from the link between a charged track and one or more energy clusters in ECAL,
satisfying some identification requirements. In the same way a charged track linked
to energy deposits in the calorimeters (ECAL or HCAL), which is not identified as
an electron, is reconstructed as a charged hadron candidate. An ECAL energy
cluster without any tracks is a photon candidate, while HCAL deposits with no
tracks are reconstructed as neutral hadrons. The formation of the PFCandidate
list represents the Particle Flow interpretation of a given proton-proton collision.
The PF reconstruction allows a major "cleaning" inside a jet through a method
called charged hadron subtraction (CHS). The CHS consists in removing the PF-
Candidates that can be associated to another vertex with respect to the primary
hard interaction. In fact the additional proton-proton collisions occurring within
the same bunch crossing of the primary hard interaction (in-time pile-up or IT PU)
produce additional tracks in the tracker and energy deposits in the calorimeters.
The charged particles coming from IT PU can be therefore removed before the jet
clustering, allowing a better and more precise event reconstruction. The remaining
PFCandidates are then used as input for the clustering algorithm, which forms the
PFJets.

The CaloJet components consist of energy deposits in the calorimeter towers,
where a calorimeter tower consists of one or more HCAL cells and the geometrically
corresponding ECAL crystals. In the forward region, where a different calorimeter
technology is employed, the Cerenkov light signals collected by the quartz readout
fibers aid the separation of electromagnetic and hadronic signals. A four-momentum
is associated to each tower deposit taking as a direction the tower position as seen
from the interaction point. Once the jet constituents have been reconstructed, the
final jet reconstruction is performed by the clustering algorithm, as explained in the
previous section.
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3.2.3 Online and Offline reconstruction
Both jets fully reconstructed offline or jets reconstructed only at trigger level are
used in this analysis. The reason is explained in detail in Chapter 4, but what is
relevant here is that the jet reconstruction is slightly different in the two cases.

The difference in the jet reconstruction algorithm running online and offline is
mainly dictated by the different constraint on the average processing time per event.

For example the pulses produced by particles in HCAL are wider than the
minimum bunch spacing of 25 ns. In fact, about 95% of the total energy deposition
is contained in a 50 ns time interval. Particles from subsequent bunch crossings
can lead to overlapping pulses (the so-called out-of-time pile-up or OOT PU). Two
different algorithms are used to mitigate the OOT PU effect. The algorithm used
offline is optimized to give the best estimate of the deposited energy and a complete
pile-up removal. The online algorithm is designed to perform the same task but
within the time constraints of the online system and it is therefore less performing.

A similar approach is used for the measurement of the electromagnetic energy
of the jet reconstructed in ECAL. In this case the optimized algorithm is only used
in a fraction of the events where the OOT PU effect is larger.

As consequence of the different algorithms, the CaloJets reconstructed at trigger
level contain more pile-up and they are reconstructed with poorer resolution, espe-
cially at low energies. These differences result in a difference between the online and
offline jet quadrimomenta. It is studied in detail in Section 3.3.4 where jet energy
corrections "ad hoc" for the online jets are calculated.

3.3 Jet energy calibration
Like all reconstructed objects, jets need to be calibrated in order to have the correct
energy scale and resolution: this is the aim of the jet energy corrections (JEC).
The JEC are calculated using a full Monte Carlo (MC) simulation of the detector
and are then adjusted for data using a combination of several physics channels
and data-driven methods. The scheme employed at CMS is based on a factorized
approach [33], in such a way that each step addresses different physical aspects.

The three subsequent steps of the JEC, illustrated in Figure 3.3, are:

• Level-1 offset correction: Its purpose is to estimate and subtract the energy
not associated with the hard scattering. The energy in excess includes contri-
butions from electronics noise and pile-up;

• Level-2 Relative and Level-3 Absolute correction: These corrections are MC
based and they aim at minimizing the effect of non-uniformities between differ-
ent CMS subdetectors and the non-compensating nature of the calorimeters.
In fact the CMS calorimeters are strongly non-compensating having Rh < Rγ ,
where Rh and Rγ are respectively the single-particle response of HCAL and
ECAL;

• Level-2 and Level-3 Residuals correction: They aim at correcting the residual
difference between data and simulation after the application of the previous
levels.
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In the next sections the different levels will be briefly described.

Figure 3.3. Consecutive stages of jet energy corrections, for data (upper row) and sim-
ulation (lower row). All the corrections marked with MC are derived from simulation
studies, RC stands for Random Cone andMJB refers to the analysis of multijet events
(MultiJet Balance).

3.3.1 L1 offset correction
The purpose of the L1 offset correction is to cure the effect of the pile-up and there-
fore it has a key role since the pile-up increases with the instantaneous luminosity
of LHC.

The amount of pile-up present in the event can be estimated from simulation
by counting the number of primary vertices or by calculating the diffuse offset pT
density, ρ, in the event. This variable is defined, in each event, as the median of jet
momenta pT divided by their area Ai: ρ = median(pT /Ai). In order to define the
jet area a large number of infinitely soft particles (soft enough not to change the
properties of the true jets) are artificially added in the event and clustered by the
jet algorithm together with the true jet components. The jet area is then defined as
the extent of the region in the (η, φ) space occupied by the soft particles clustered
in each jet.

The jet area method, introduced in [34], uses the area of the jets multiplied by
the average pT density in the event to calculate the offset pT to be subtracted from
the jets. In this method the corrector factor is defined as:

C (prawT , η, Ai, ρ) = 1− [ρ0(η) + ρ · β(η) · (1 + γ(η) · log(prawT ))] ·Ai
prawT

(3.15)

The input parameters are the uncorrected reconstructed jet transverse momen-
tum prawT , the jet pseudorapidity η, the jet area Aj , and the per-event offset pT
density ρ. The parameters ρ0(η), β(η), and γ(η), describing the required shaping
of the offset versus η, are determined from the simulated particle-level offset.

The pile-up offset in data may be different from the pile-up offset in MC. The
differences can arise from the limited accuracy of the description of particle multi-
plicity and energy spectra in the interactions or it can be associated with the limited
accuracy of the detector response for low-pT particles in simulation. To account for
the data/simulation differences, residual L1 offset corrections are derived using data
and MC events with no energy deposition from hard interactions (ZeroBias) and
then they are applied to data. The data to MC scale factor (SF) is defined using
the Random Cone method as:
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SF = ORCdata(η, 〈ρ〉data)
ORCMC(η, 〈ρ〉MC)

(3.16)

where

ORC(η, 〈ρ〉) = 〈pT,cone〉[η, µ] (3.17)

is the average transverse momentum of particles in a randomly placed cone
centered at (η, φ) and µ is the average number of pile-up interactions per bunch
crossing estimated by luminosity monitors.

In Equation 3.17 (η, 〈ρ〉) explicit marked in the first member are the parameter-
ization variables, while [η, µ] in the second member are the binning variables.

The average pT offset using the Random Cone method as a function of η is
reported for data and MC simulation in Figure 3.4. The offset is normalized by the
average number of pile-up interactions and it is separated by the type of PFCan-
didate. On the bottom panel of the same figure the data/MC scale factor is also
reported.

Once jets are corrected using the L1 correction in data and MC, their scale is
the same as that for jets without pile-up.
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Figure 3.4. The average pT offset measured in data (markers) and MC simulation (his-
tograms) normalized by the average number of pile-up interactions 〈µ〉 and separated
by the type of PFCandidate. The portion labeled "charged hadrons" is removed by the
charged hadron subtraction. The ratio of data over simulation, representing the scale
factor applied for pile-up offset in data, is also shown on the bottom panel.

3.3.2 L2 Relative and L3 Absolute corrections
Jet energy corrections are needed to cure the non-uniformities between different
subdetectors and the non-compensating nature of the calorimeters. The L2 Rela-
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tive and L3 Absolute corrections are derived from simulation and they are applied
to jets which are already corrected for the pile-up offset. The CMS detector sim-
ulation contains a detailed model of the detector geometry, data-based alignment
and calibration of the detector elements, and emulation of the readout electronics.

The simulated response is defined as the ratio between the average pT of RecoJets
and of the GenJets which are geometrically matched:

R(〈pT,reco〉, η) = 〈pT,reco〉〈pT,gen〉
[pT,gen, η] (3.18)

A GenJet is matched to the closest RecoJet if it is within half of the cone size
∆R < Rcone/2 (∆R < 0.2 in the case of ak4 jets). The L2 corrections are derived
using dijet events. They are called Relative because they measure the response of
a jet at any η with respect to the response of jets in the region |η| < 1.3 in order
to uniform the response in the detector. After the application of L2 corrections, a
similar procedure (L3 Absolute corrections) is applied to uniform the response as a
function of the jet pT .

The simulated jet response as a function of the jet pseudorapidity for different
values of the transverse momentum is shown in Figure 3.5.
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Figure 3.5. The simulated jet response as a function of η for different transverse momenta.

3.3.3 L2L3 Residual corrections
The aim of the L2L3 Residual corrections is to cure the data/MC differences that
remain after the previous corrections.

The jet energy response is studied with similar methods of the ones exploited
for the L2 Relative and L3 Absolute corrections. The residual corrections are first
determined with a sample of dijet events, which have low statistical uncertainty and
are used to correct the data to MC ratio as a function of η (L2 Residual JEC). Then
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a combination of Z(→ µ+µ−)+jet, Z(→ e+e−)+jet, γ+jet, and multijet events is
used to cure the discrepancy between data and MC as a function of the jet pT (L3
Residuals).

The basic idea in all the considered topologies is to exploit the transverse mo-
mentum balance, at hard-scattering level, between the jet to be calibrated and a
reference object: a jet energy response different from unity would generate im-
balance at the reconstructed level. Part of the transverse momentum imbalance
between the jet to be calibrated and the reference object can also come from the
presence of additional jets in the event and therefore this effect is not correlated
with the jet energy response. For this reason, all the corrections are studied as a
function of the additional jet activity in the event, quantified by the variable α.
This is defined as the ratio of the most energetic additional jet divided by the mo-
mentum scale of the reference. For example for the γ+jet analysis it is defined as
α = pT,jet2/pT,γ . The corrections are then extrapolated to the value α = 0 in order
to address only genuine jet energy response effects.

Two methods are employed for the jet energy response calculation: the pT -
balance method in which the jet response is evaluated by comparing the recon-
structed jet momentum directly to the momentum of the reference object; and the
missing transverse momentum projection fraction (MPF) method which considers
the response of the whole hadronic activity in the event, recoiling versus the refer-
ence object.

The L2 Residual corrections, which fix the data/MC discrepancy as a function
of the detector region, are shown in Figure 3.6.
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Figure 3.6. L2 Residual JEC as a function of η.

For the L3 Residual correction the ratio between the jet response in data and
in MC from Z+jet, γ+jet and multijets events are fitted simultaneously to derive
the jet energy correction as a function of the transverse momentum. As an example
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the jet energy response calculated with the pT -balance method using γ+jet events
is reported in Figure 3.7. A detailed description of the γ+jet analysis is reported
in Appendix A since it was part of my Ph.D. activity.

In Figure 3.8 the data/MC ratios in the jet energy response from the different
datasets are reported as well as the fit.
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Figure 3.7. Jet energy response obtained from γ+jet events using the pT -balance method
as a function of the pT . The plot refer to the central region of the detector and the last
data period.

The full calibration chain (L1 + L2 + L3 + L2L3 Residuals JEC) based on 36
fb−1 of data is applied to the jets reconstructed offline. In the context of this thesis
it is applied to the RECO PFJets.

3.3.4 HLT jet energy scale and resolution

The full set of corrections described in the previous section is derived only for jets
reconstructed offline, so another method is necessary in order to correct the energy
of jets reconstructed only at trigger level.

The first three levels of corrections (L1+L2+L3 ), derived from the simulation,
are available and are applied to online jets as well. What is missing are JEC for
data that bring the energy of the online jets at the same scale of the offline jets. It is
desirable therefore to be able to compare HLT data with fully reconstructed data on
some sets of events. This allows to compare the energy scale and resolution of the
online objects with that of the offline objects, and derive appropriate corrections if
needed. For this purpose, a dedicated data stream, called ParkingScoutingMonitor,
is added to the HLT. This stream contains events for which the same events and
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Figure 3.8. Ratio between the jet energy response in data and in MC as a function of the
pT . The results from Z(→ µ+µ−)+jet, Z(→ e+e−)+jet, γ+jet, and MultiJet analyses
are shown. The uncertainty in the data-to-simulation ratio is shown by the shaded
region.

objects are saved after both online and offline reconstruction. This allows online
objects and offline objects to be compared side-by-side for each event.

The energy resolution for online and offline jets is measured exploiting the pT
balancing in dijet events. The resolution is related to the asymmetry (A) between
the transverse momentum of the jets defined as:

A = pj1T − p
j2
T

pj1T + pj2T
(3.19)

where pj1T and pj2T refer to the randomly ordered transverse momenta of the two
leading jets. The variance of asymmetry can be expressed as:

σ2(A) =
∣∣∣∣∣ ∂A∂pj1T

∣∣∣∣∣
2

σ2(pj1T ) +
∣∣∣∣∣ ∂A∂pj2T

∣∣∣∣∣
2

σ2(pj2T ). (3.20)

For two jets in the same η region in an ideal dijet topology (with the jets bal-
anced at particle level), the average pT and widths of their transverse momentum
distributions are assumed to be equal:

〈pj1T 〉 = 〈pj2T 〉 ≡ 〈pT 〉 (3.21a)
σ(pj1T ) = σ(pj2T ) ≡ σ(pT ) (3.21b)

This allows the simplification of Equation 3.20 so that the jet transverse mo-
mentum resolution σ(pT ) can be written as:
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σ(pT )
pT

=
√

2 · σ(A) (3.22)

In the context of this thesis, the jets pT asymmetry is not related to the jets
resolution, but to the invariant mass of the dijet system, which is the most important
variable of the analysis detailed in the next chapters. The outcome is therefore an
event correction to be applied at analysis-level, and not a real object calibration.

In general the dijet mass resolution is affected by two terms, one related to the
jets energies and one related to the angular separation between them. However the
angular term can be assumed negligible for back-to-back objects and the resolution
of the invariant mass of two jets, mjj , can be written as:

σ(mjj)
mjj

= 1
2

√(
σ(E1)
E1

)2
+
(
σ(E2)
E2

)2
(3.23)

= 1
2

√
2
(
σ(E)
E

)2
(3.24)

= σ(E)√
2E

(3.25)

∼ σ(pT )√
2pT

(3.26)

Comparing Equations 3.22 and 3.26, the dijet mass resolution is related to the
asymmetry resolution as:

σ(A) ∼ σ(mjj)
mjj

(3.27)

In Figure 3.9 two examples of asymmetry distributions, computed in different
bins of the dijet invariant mass, are shown.
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The width of the asymmetry as a function of mjj is extracted by a Gaussian fit
to these distributions and it is fitted with the function:

σ(A) =
√
N2

m2
jj

+ S2

mjj
+ C2 (3.28)

The trend for HLT and RECO objects as a function of the dijet invariant mass
is reported in Figure 3.10 from which it is clear that the HLT and RECO jets
have different energy resolution. This will be taken into account in the analysis as
explained in detail in Section 4.4.1.
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Figure 3.10. The variance of the asymmetry for RECO PFJets (red) and for HLT CaloJets
(blue) as a function of the dijet invariant mass.

The comparison between the jet energy scale in the online and offline recon-
struction is performed using a "tag-and-probe" method to the events in the overlap
sample. The method consists in using the RECO PFJets as reference objects and
compare them with the HLT CaloJets. For the RECO jets both permutations of tag
and probe are used in turn to increase the statistics, while the HLT jet matching the
probe RECO jet is used as a probe. The HLT-to-RECO JEC is defined as the ratio
between the transverse momentum of the HLT CaloJet and of the RECO PFJet as
a function of the HLT CaloJet pT . This additional scale correction to be applied on
the HLT data is shown in Figure 3.11.

After applying these corrections, the HLT CaloJets have the same energy scale
of the RECO PFJets in the whole dijet mass range of interest, as shown in Ap-
pendix B.
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Chapter 4

Analysis strategy

The searches in fully-hadronic final states are among the most challenging ones,
due to the huge background and the technical difficulty of fitting the large rate of
QCD events within the boundaries of the data acquisition system and of the com-
puting and disk resources. Due to these limitations, that become more severe when
the collider peak luminosity increases, the thresholds for dijets trigger paths are
continuously raised, in order to keep a constant throughput despite the increasing
collision rate. As a consequence, the searches with fully hadronic final states can
only probe the tails of the kinematic distributions and therefore they leave unex-
plored territories in the context of the search for beyond Standard Model physics
(BSM). This progressive loss of sensitivity at low masses is common to all previous
and current experiments at hadron colliders, as discussed in [35]. To compensate for
this loss, the CMS experiment can rely on the data scouting technique [36]. It allows
to reduce significantly the trigger thresholds by reducing the events size compared
to the standard CMS data stream, as explained in the next section.

The analysis discussed in this thesis relies both on the standard data stream
("high-mass" analysis, mjj > 1.2 TeV) and on the data scouting technique ("low-
mass" analysis, 500 < mjj < 2000 GeV).

The analysis strategy is common for both analyses and it consists in the search
for a peak in the dijet invariant mass distribution over the falling QCD background.

4.1 Data Scouting
The data scouting technique was introduced during LHC Run1 [37] to search for
new physics in the dijet final state.

This technique is based on a strong reduction of the event size in order to accept
a higher event rate due to lowering the trigger thresholds. The data transfer rate
[GB/s] is defined as the event size [GB/event] times the event rate [event/s]. It is
clear therefore that if we want a higher event rate we have to lower the event size.
In this way it is possible to keep the data transfer rate at a sustainable value for
CMS (∼2 GB/s).

The events are written in a slim event content (between 5 and 10 kB per event),
tuned on the specific use case of the all-hadronic BSM searches. This small event
size compensates the large event rate, resulting in a negligible overhead for the
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global rate of data written on disk. The price to pay to have a small event size is
the fact that the full event information can not be stored and therefore the object
reconstruction is only run online. For this reason the jets used in the low-mass
analysis are reconstructed at HLT and dedicated energy corrections are needed to
bring them to have the same energy scale and resolution as the offline jets, as
discussed in Section 3.3.4.

4.2 Data samples
This analysis is based on data collected during the 2016 data taking, with the LHC
operating at the bunch spacing of 25 ns and with the center-of-mass energy of 13
TeV.

The events used for the high-mass analysis are collected in the primary dataset
JetHT and the total integrated luminosity is 36 fb−1.

For the low-mass analysis the data are collected in the CMS CaloScouting
stream. Due to some trigger inefficiencies in the last part of the data-taking, the
total integrated luminosity used for this part of the analysis is 27 fb−1.

4.3 Triggers
The datasets used in this analysis are based on two kinds of trigger: single-jet
triggers, which require at least one jet in the event with pT above a certain threshold,
and triggers based on the variable HT , defined as the scalar sum of the jets pT
considering all jets in the event with |η| < 3. The jets considered for trigger purpose
can be PFJets or CaloJets depending on the definition of the trigger.

For the high-mass analysis we use all data in the JetHT dataset, regardless of
which trigger was used to record an event. The main triggers are PFHT800 and
PFHT900, which require HT , calculated with PFJets, greater than 800 GeV and
900 GeV respectively. In the last part of the data-taking, due to some inefficiencies
of the above paths, other triggers also became relevant: the PFJet500, the Calo-
Jet500_NoJetID and the AK8PFJet450 (the definitions are reported in Table 4.1).

The trigger efficiency is measured with respect to the SingleMuon45 path (de-
fined in Table 4.1) that is a trigger fully orthogonal to the signal ones in the sense
that the selection at HLT is uncorrelated with the selection of the considered triggers
and uses a different L1 seed.

Trigger Name Definition
PFHT800 HT > 800 GeV
PFHT900 HT > 900 GeV
PFJet500 pT (PFJet) > 500 GeV

CaloJet500_NoJetID pT (CaloJet) > 500 GeV
AK8PFJet450 pT (anti-kT (R=0.8) PFJet) > 500 GeV
SingleMuon45 one muon with pT > 45 GeV

Table 4.1. Triggers used for the high-mass analysis and their definition.
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The trigger efficiency is calculated as a function of the dijet mass using:

• as denominator: the dijet mass distribution of the events passing the dijet
selection (described in Section 4.5) and the reference trigger SingleMuon45 ;

• as numerator: the dijet mass distribution of the events that satisfy the de-
nominator requirements and the logical OR between the signal triggers.

In Figure 4.1 the trigger efficiency as a function of the dijet invariant mass is
reported.
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Figure 4.1. Trigger efficiency as a function of the dijet invariant mass for the high-mass
analysis.

The trigger is considered fully efficient when the measured trigger inefficiency
in a bin of the mass spectrum is smaller than the fractional statistics uncertainty
on the number of events in the same bin:

1− eff(bin) ≤ 1√
N(bin)

(4.1)

This condition is satisfied for masses above 1246 GeV, which is the region probed
by the high-mass analysis, to ensure that the results are not biased by trigger
inefficiency.

For the low-mass search the triggers are based on HT computed using CaloJets
with pT > 40 GeV and the main trigger is the CaloScoutingHT250. In this case
the trigger efficiency is measured with respect to a sample satisfying a CaloScout-
ing trigger which requires only that the event fired a L1 seed based on HT . The
definition of the triggers for the low-mass search is reported in Table 4.2.

The trigger efficiency is reported in Figure 4.2 and the fully efficiency is reached
at mass 489 GeV. Therefore the data scouting technique allows to probe the mass
region between 489 and 1246 GeV, otherwise unattainable with the high-mass anal-
ysis.
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Trigger Name Definition
CaloScoutingHT250 HT (CaloJet) > 250 GeV

L1HTT No requirement at HLT;
at L1 OR between: HT >200; 240; 270; 280; 300; 320 GeV

Table 4.2. Triggers used for the low-mass analysis and their definition.
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Figure 4.2. Trigger efficiency as a function of the dijet invariant mass for the low-mass
analysis.

4.4 Monte Carlo simulation
The Monte Carlo samples for signal and background are generated with PYTHIA
8 [38] using the CUETP8M1 tune [39, 40]. The events are passed through a complete
simulation of the CMS detector based on GEANT4 [41]. Furthermore pile-up events
are injected in the simulation to mimic the LHC operational conditions.

4.4.1 Signal models
The signal samples are produced for different masses and widths of the resonance.
For narrow resonances, for which the natural width is much smaller than the experi-
mental resolution, the dijet mass distribution is mostly determined by the final state
and it is independent from the spin, while for wider resonances it also depends on
the spin. In both cases the signal models are employed in the search for resonances
decaying into two jets and in the dark matter mediator search.

For the narrow resonance and narrow mediator search, the available MC samples
cover three combinations of production and decay modes:

• gg → G→ gg

• qq → G→ qq
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• qg → q∗ → qg

where "g" indicates the gluons, "q" any quark/antiquark, "G" stands for the
Randall-Sundrum Graviton and q∗ is an excited quark. For each combination 11
samples corresponding to different resonance masses (500 GeV, 750 GeV, and 1 TeV
to 9 TeV in 1 TeV spacing) were generated. The binned distribution of the dijet
invariant mass from each of these MC samples represents the signal model of the
analysis used in the limit setting procedure, as explained in Section 5.1.

In order to produce invariant mass shapes at intermediate resonance masses
(every 50/100 GeV for the low-mass/high-mass analysis), a vertical interpolation
technique is used. First, a parameter X is introduced as X = Mjj/MRes, where
Mjj is the dijet mass and MRes is the resonance mass. Some example distributions
for X are shown in Figure 4.3.

Figure 4.3. (Left) The distributions of X for a qg resonance and various mass points.
(Right) Comparison of X distributions at the resonance mass of 5 TeV for qq, qg and
gg resonances.

The X distribution is generated for intermediate resonance masses using its
neighbor existing X distributions applying the following expression:

ProbMi(X) = ProbMi−1(X) + [ProbMi+1(X)−ProbMi−1(X)] · Mi −Mi−1
Mi+1 −Mi−1

(4.2)

where ProbM (X) is the probability distribution as a function of X for a reso-
nance with massM . Finally, the new generated X distribution is converted to dijet
invariant mass distribution to get the resonance shape at any resonance masses.

The signal models for the low-mass analysis are obtained smearing the invariant
mass shapes used in the high-mass analysis and described so far to match the
resolution in HLT data. In fact, as discussed in Section 3.3.4, the HLT CaloJets
have different resolution with respect to the RECO PFJets due to the different
reconstruction and algorithm and this difference has to be taken into account for
the resonance shapes. The smearing factor is extracted randomly from a Gaussian
with mean 1 and width equal to the difference in quadrature between the measured
energy resolution for HLT CaloJets and RECO PFJets:
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σ(Gaussian) =

√√√√(σ(mjj)
mjj

)2

RECO

−
(
σ(mjj)
mjj

)2

HLT

(4.3)

Some of the signal resonance shapes are shown in Figure 4.4 as well as the effect
of the smearing procedure. The shapes for resonances decaying into gg, qg and qq
differ due to the differences between quarks and gluons:

• gluons emit more radiation than quarks, which causes the resonance width to
increase with the number of gluons in the final state;

• the low-mass tail is due to the combined effect of the final state radiation
and the parton distribution function since the parton luminosity is higher at
low-mass than at high-mass;

• the high-mass tail is smaller than the low-mass tail and it is caused by the
initial state radiation.

Even if several theories are used in the results interpretation, the invariant mass
shapes obtained with the RS Graviton and excited quark models are approximately
valid for any other model of narrow resonance involving the same pair of partons.
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Figure 4.4. (Left) Signal shapes for gg→ G→ gg, qq→ G→ qq, qg→ q∗ → qg resonances
with a mass of 2, 4, 6 and 8 TeV. (Right) The signal shape for qq and gg resonance
with a mass of 500 and 750 GeV before (dotted) and after (line) the additional smearing
applied for the low-mass analysis.

For the wide resonance search, for which the resonance spin has to be taken
into account, the signal shapes are modeled on a spin-2 RS Graviton decaying to
qq and gg for the resonance search and on a spin-1 dark matter mediator for the
dark matter mediator search. The signal samples are generated varying the ratio
of the 5-dimensional curvature to the reduced Planck mass, k/MPl, which acts as
the coupling constant of the model [20]. The coupling parameter is related to the
resonance width by the relation [42]:
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Γ/M ≈ 1.4(k/MPl)2 (4.4)
The samples are produced at the same masses as for the narrow resonance case,

which means from 1 to 9 TeV in bins of 100 GeV, and with Γ/M equal to 0.00001,
0.01, 0.05, 0.1, 0.15, 0.2, 0.3.

The dijet mass distributions for the resonance search are shown in Figure 4.5
for some masses and some width-to-mass ratios as an example.

For the wide dark matter mediator search, the signal shapes for different values
of the resonance mass M and Γ/M for a vector dark matter mediator are shown in
Figure 4.6. These shapes are indistinguishable from those for a wide axial-vector
mediator model.
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4.4.2 Background samples
The dominant background for this analysis is the QCD production of two or more
jets. The MC samples for the QCD multijet background are not used in the analysis
to produce physics results, but they are used to check the data quality.

The samples are binned in the transverse momentum of the hard scattering
process p̂T starting from 50 GeV. The list of datasets with the corresponding cross
section, number of events, and equivalent integrated luminosity is reported in Ta-
ble 4.3.

QCD p̂T -binned [GeV] Cross section [pb] Events Equivalent
luminosity [fb−1]

50 < p̂T < 80 19204300 9,968,410 5.191× 10−4

80 < p̂T < 120 2762530 9,968,410 0.003608
120 < p̂T < 170 471100 6,863,827 0.01457
170 < p̂T < 300 117276 6,914,086 0.05896
300 < p̂T < 470 7823 5,970,600 0.7632
470 < p̂T < 600 648.2 3,928,870 6.061
600 < p̂T < 800 186.9 3,959,768 21.19
800 < p̂T < 1000 32.293 3,924,080 121.5
1000 < p̂T < 1400 9.4183 2,999,069 318.4
1400 < p̂T < 1800 0.84265 396,409 470.4
1800 < p̂T < 2400 0.114943 396,100 3.446× 103

2400 < p̂T < 3200 0.00682981 399,226 5.845× 104

p̂T > 3200 0.000165445 383,926 2.321× 106

Table 4.3. Background MC samples binned in p̂T with the corresponding cross section,
number of events, and equivalent integrated luminosity for each bin.

4.5 Event selection criteria
The analysis uses Particle Flow jets and CaloJets reconstructed with the anti-kT
algorithm with a distance parameter of R = 0.4 and calibrated as discussed in
Chapter 3.3. The PFJets are used for the high-mass analysis and are reconstructed
offline. The CaloJets are used for the low-mass analysis and are reconstructed only
at trigger level. In both cases, the jets are required to have pT > 30 GeV and |η| <
2.5. Also, they are required to pass a set of jet quality criteria ("Jet ID"), to remove
spurious jets associated with calorimeter and/or readout electronics noise. The Jet
ID is mainly based on the jet energy composition and takes into account the energy
fraction from charged hadrons (CHF), neutral hadrons (NHF), muons (MuF), neu-
tral electromagnetic deposits (NEF) and charged electromagnetic deposits (CEF).
Its performances are studied in pure noise non-collision data samples, such as cos-
mics or data from triggers on empty bunches during LHC operation. For PFJets
we use a tight working point corresponding to the requirements listed in Table 4.4.
It has an efficiency of ∼99% and a background rejection of ∼100% in the region of
interest. For online CaloJets the track reconstruction is not performed and therefore
the charged and neutral energy fractions can not be distinguished. For this reason
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the Jet ID for CaloJets only requires only that the electromagnetic and the hadronic
energy fractions are between 5% and 95% of the total jet energy. For both analyses
an event is rejected if one of the two jets with the highest transverse momentum
(leading jets) fails the Jet ID criteria.

Variable Cut
NHF < 0.90
NEF < 0.90
MuF < 0.8

# of constituents > 1
and in addition for jets|η| < 2.4:

CHF > 0
CEF < 0.90

Charged multiplicity > 0
Table 4.4. The requirements of the "Tight" Jet ID applied on the RECO PFJets.

The jets passing the selection are used as input to an additional reclustering,
with a larger cone, performed to recover the energy loss due to the final state radi-
ation (FSR). The two leading jets are used as seeds to build larger jets that collect
any other jet geometrically close to one of the seeds within a distance of ∆R = 1.1.
The outputs of the reclustering are two so-called "WideJets" for which a sketch is
reported in Figure 4.7. The WideJets radius ∆R = 1.1 has been optimized mini-
mizing the expected upper limit on the cross section. The improvement in the dijet
mass reconstruction is shown in Figure 4.8, where we compare the dijet invariant
mass reconstructed using ak4 jets and WideJets. An excited quark resonance with
massMq∗ = 4.0 TeV that decays in one quark and one gluon is shown as an example
signal.66
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At the end of this iterative clustering algorithm, the two final wide jets are re-
ordered in pT so that the first is the most energetic one: pT (WJ1) >pT (WJ2). The
resulting wide jets are by construction infrared and collinear safe and have the the
proper jet energy corrections, as the parent anti-jets. In addition, the selection in pT
on the input jets acts like a sort of “pruning” algorithm that reduces the contribute
of softer jets and pile-up.

In the phase of the analysis preparation, in 2014 and early 2015, we have studied
the optimization of the cone width in order to minimize the expected upper limits
on the cross sections, and the value ∆R = 1.1 is found to be optimal.

5.3.2 Event Selection
Events are selected requiring at least one reconstructed vertex within |z| < 24 cm
around the nominal interaction point. The most relevant selection criteria are:
i a threshold in the dijet mass calculated using wide jets mWide

jj > 1181GeV .

ii a cut on the angular separation between the two wide jets |∆ηWide
jj | < 1.3

The reason of (i) is that, as we have seen in Sec. 5.1, the trigger turn-on curve is
complete around 1.2 TeV. This requirement assures that the dijet mass spectrum is
not distorted by trigger inefficiencies close to the low mass edge. The specific value
of 1181 GeV is used for the threshold corresponds to the low edge of the bin around
1.2 TeV, in the variable-size binning used in this analysis. The binning has been
fixed in the previous dijet analysis in CMS and the bin size corresponds roughly to
the experimental resolution at that mass.

The requirement (ii) is a cut on the |∆ηWide
jj | between the jets. This quantity is

related to the emission angle of the final partons with respect to the beam line in
the center-of-mass reference frame (the scattering angle θ∗):

cos θ∗ = tanh(∆η
2 ) (5.1)

FSR

Wide jet 2

Figure 4.7. The energy loss due to the FSR is recovered and included into the "Wide jet
2" thanks to the reclustering.
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Figure 5.4. Dijet mass distribution of an excited quark resonance with Mq∗ = 4.0 TeV
decaying in one quark and one gluon.

and the cut |∆ηWide
jj | < 1.3 corresponds to cos θ∗ < 0.57. This criterion is introduced

to improve the signal over background ratio, excluding the region close to cos θ∗ = 1
where most of the QCD processes concentrates as it was shown in Fig 2.1 in Chapt. 2.
From the figure it is visible that the cut at cos θ∗ < 0.57 (|∆ηWide

jj | < 1.3) suppresses
the background and the enhances signal for all the considered models. The analysis,
with this choice, remains inclusive with respect to different new physics hypotheses.

The threshold of the cut has been re-optimized last year during the analysis
preparation with Monte Carlo simulation studies and |∆ηWide

jj | < 1.3 is found to be
the optimal cut for the analysis at

√
s = 13 TeV. The expected upper limit on the

cross section of an excited quark (q*) resonance as a function of the cut in ∆η is
shown in Fig. 5.5.

5.4 Data quality studies
For events passing the main selection criteria, we have performed detailed data
quality checks. These include comparisons between data and Monte Carlo as well
as examination of the stability of reconstructed quantities as a function of time,
and as a function of the number of reconstructed vertices to check dependence from
pile-up.

5.4.1 Comparisons between data and simulation
The QCD background distributions from simulation are never used in the analysis
to produce physics results, but they are shown for a qualitative comparison and

Figure 4.8. Comparison between the dijet mass distribution calculated with the ak4 jets
(red) and with the WideJets (blue). An excited quark resonance with Mq∗ = 4.0 TeV
decaying in one quark and one gluon is simulated.

In order to suppress the QCD background it is possible to exploit the angular
distribution of the jets. As shown in Figure 4.9, the resonant signal is produced via
a s-channel diagram, while the background via the t-channel.
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Figure 4.9. The Feynman diagram for a resonant signal and for the background. The
signal is produced via the s-channel diagram, while the background is in t-channel.

This implies that the distribution of the scattering angle θ∗ is significantly dif-
ferent between the QCD interactions and the signal processes. In the QCD events
the jets are mostly produced in the forward regions of the detector exhibiting a pole
at cos(θ∗) → 1. The signal processes instead have different distributions in cos(θ∗)
depending on the spin of the resonance. For example, as shown in Figure 4.10, the
decay products of a half-integer spin resonance would have an equal probability of
being emitted at every angle θ∗ showing a flat distribution as a function of cos(θ∗).

To enhance the analysis sensitivity it is possible to exploit this difference select-
ing a range of cos(θ∗) or, equivalently, of ∆ηjj thanks to the relation:

cos(θ∗) = tan(∆ηjj/2) (4.5)
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where ∆ηjj is the difference between the pseudorapidity of the two jets (∆ηjj =
ηj1 − ηj2). The optimal cut value, chosen maximizing the signal over background
ratio, is | cos θ∗| < 0.57 or equivalently |∆ηjj | < 1.3.

Finally themjj cuts (mjj > 489 GeV for the low-mass analysis, mjj > 1246 GeV
for the high-mass analysis) derived from the trigger studies presented in Section 4.3,
are applied.

46 6 Results

6.4 Strategy if an excess is observed in run 2612

Here we discuss some possibilities for subsequent analysis if we see an excess in the data which613

might be interpreted as a dijet resonance signal with at least the level of evidence (3 σ) in early614

run 2 data. First we realize as experimentalists that fluctuations of the background at the level615

of 3 σ are common, and have been observed many times in the history of high energy physics.616

That is precisely why the standard for a discovery is at 5σ. Nevertheless, we would treat an617

excess at the level of evidence seriously, hoping to learn more about its possible interpretation618

as a signal, realizing that if it was a signal it would eventually grow to the required level for619

discovery with sufficient data taking.620

First, if we see an excess anywhere in the data, we will explore the dijet angular distribution621

in the region of the excess. The cosine of the scattering angle in the dijet center of momentum622

frame, in the approximation of 2→ 2 scattering of massless partons, is given by623

cos θ∗ = tanh(∆η/2) (8)

where ∆η is the pseudorapidity difference of the two final state jets. The dijet angular distribu-624

tion for some dijet resonance signals and t-channel scattering from QCD are shown in Fig. 42.625

There are significant differences between the signal and background angular distributions in-
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626

side of our |∆η| < 1.3 cut which corresponds to | cos θ∗| < 0.6. We will compare the angular627

distribution in the region of any significant excess to the angular distribution in the sidebands628

of that excess, to see if the angular distribution of the excess has a t-channel distribution which629

peaks at 1 characteristic of QCD, or a much flatter s-channel distribution characteristic of di-630

jet resonance signals. The size of the signal in the dijet mass cross section, and the angular631

distribution of the model of the resonance, implies a certain size of signal in the dijet angular632

distribution as well, which must be consistent with observations in order to believe we have633

Figure 4.10. Comparison between the angular distribution of the jets for the t-channel
QCD background (solid line) and for s-channel resonant processes with different spin
and final states (dotted lines).

4.6 Data quality
A detailed comparison between data and QCD MC simulation is performed with the
purpose to examine and study the quality of data and how robust the event selection
is against beam and detector related noise, detector pathologies, reconstruction
failures, etc. In this section the QCD prediction is shown normalized to the number
of events in data by multiplying it by a factor of 0.87 (data/MC) for the high-mass
analysis and a factor of 0.96 for the low-mass search.

In Figure 4.11 the azimuthal separation of the two WideJets, ∆φ = |φ1 − φ2|,
is shown. It displays the typical "back-to-back" distribution expected for the QCD
production of two jets, with good agreement between data and prediction over six
orders of magnitude in the number of events. The strong peak at ∆φ = π, with very
few events in the region ∆φ = 0, shows that the data are clean. Such distribution is
physically produced from parton-parton scattering, while background from detector
noise or other non-physical sources would produce events more isotropic in ∆φ.

The distribution of |∆η| = |η1−η2|, reported in Figure 4.12, shows how forward
the dijet production is. It can be noticed that the distribution is dominated by a
t-channel parton exchange as expected for the QCD production of two jets, with a
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production rate that increases with increasing |∆η|, while a s-channel signal from a
dijet resonance would decrease with increasing |∆η|.
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Figure 4.11. The azimuthal angular separation between the two selected WideJets, for
the low-mass search (left) and the high-mass search (right). Data (points) are compared
to QCD predictions from PYTHIA 8 (histogram) normalized to the data.
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Figure 4.12. The ∆η of the two selected WideJets, for the low-mass search (left) and
the high-mass search (right). Data (points) are compared to QCD predictions from
PYTHIA 8 (histogram) normalized to the data.

The last comparison reported in this section is the dijet mass distribution. It can
be observed from Figure 4.13 that the number of produced dijet events falls steeply
and smoothly as a function of dijet mass. The observed dijet mass distributions
are similar to the QCD prediction from PYTHIA, which includes a leading order
QCD calculation and parton shower. In Figure 4.14 we compare the dijet mass
data to the QCD prediction from POWHEG [43], which is a next to leading order
QCD calculation and parton shower. It is clear from these comparisons that the
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dijet mass spectrum behaves approximately as expected from QCD predictions.
However, even if the POWHEG prediction models the data better than PYTHIA,
intrinsic uncertainties within QCD calculations make it challenging to use them to
accurately predict the background in a dijet resonance search. For this reason only
data are used to estimate the background.

I show here only a few examples quantities, but many others were compared
(e.g. the jet kinematic variables), all leading to the same conclusion: data and MC
are in good agreement, showing that the data sample is clean with no pathologies
and no indication of noise present after the dijet selection.
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Figure 4.13. The invariant mass spectrum of the two selected WideJets, for the low-mass
search (left) and the high-mass search (right). Data (points) are compared to QCD
predictions from PYTHIA 8 (histogram) normalized to the data.

4.7 Background estimate
The background estimate is obtained directly from data and does not rely on Monte
Carlo simulations. It is obtained performing a likelihood fit to the observed dijet
mass distribution in the background-only hypothesis. The dijet mass spectra are fit
separately for the low-mass and high-mass searches.

The fit function for the high-mass analysis, defined as:

dσ
dmjj

= p0(1−mjj/
√
s)p1

(mjj/
√
s)p2+p3 log(mjj/

√
s) (4.6)

is a four-parameter continuous function that has been used extensively in pre-
vious searches to fit the falling dijet spectrum [44, 45].

The fit function for the low-mass analysis is a five-parameter continuous func-
tion, defined as:

dσ
dmjj

= p0(1−mjj/
√
s)p1

(mjj/
√
s)p2+p3 log(mjj/

√
s)+p4 log2(mjj/

√
s) (4.7)
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Figure 6: The dijet mass of the two wide-jets from the high-mass search. (Top) Data (points) are
compared to predictions from the POWHEG MC (red) and the PYTHIA-8 MC (green) with de-
tector simulation normalized to the data. (Bottom) The ratio of each quantity to the POWHEG
prediction.
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Figure 4.14. The invariant mass spectrum of the two selected WideJets for the high-mass
search. Data (points) are compared to predictions from the POWHEG (red) and the
PYTHIA 8 (green) generators, after the full detector simulation and normalized to the
data. On the bottom panel the ratio of each distribution to the POWHEG prediction
is shown.

The choice of this function, with an additional parameter with respect to the
one for the high-mass analysis, is justified by a Fisher Test (or F-Test) [46]. This
test allows to probe the hypothesis that one function with n + 1 parameters does
not provide a significantly better fit than another function with n parameters. The
hypothesis is rejected if the observed confidence level is less than a desired proba-
bility (in this analysis set to 0.05). The details of the test and the results over four
different function "families" with different number of parameters (13 functions in
total) can be found in Appendix C.

We perform an extended, background-only, binned, maximum likelihood fit to
data with the following likelihood:

L(data|b(θ)) =
nb∏
i=1

Poisson(xi|bi(θ)) =
nb∏
i=1

bi(θ)xie−bi(θ)

xi!
(4.8)

where nb is the number of bins, θ is the vector of nuisance parameters (p0, p1, p2, p3),
xi is the data yield in bin i, and bi is the integral of the fit function in bin imultiplied
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by the total number of background events Nb:

bi(θ) = Nb

∫ mmax,i
jj

mmin,i
jj

dmjj p(mjj) (4.9)

where p(mjj) is the fit function in Equations 4.6 and 4.7 normalized to unity.
For the low-mass analysis θ becomes θ(p0, p1, p2, p3, p4).

The fits to data are shown in Figure 4.15, which gives the measured differential
cross section times the branching ratio times the acceptance (dσ×B×Admjj

[pb/TeV]) as
a function of the dijet mass. Variable bins corresponding approximately to the dijet
mass resolution are used. The difference between the data and the fit, normalized
to the statistical uncertainty of the data in each bin, is also shown on the bottom
of Figure 4.15.
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Figure 4.15. Dijet mass spectrum (points) compared to a fitted parameterization of
the background (solid curve) for the low-mass search (left) and the high-mass search
(right). The lower panel in each plot shows the difference between the data and the
fitted parameterization, divided by the statistical uncertainty of the data. Examples of
predicted signals from narrow gluon-gluon, quark-gluon, and quark-quark resonances
are shown with cross sections equal to the observed upper limits at 95% CL.

The data are well described by the smooth fit and there is no evidence for a
dijet resonance.

To test the goodness-of-fit, we define two test statistics. One is a modified
chi-square, defined as:

χ2 =
nb∑
i=1

(
xi − bi
σxi

)2
(4.10)

where the "uncertainty" σxi is defined in terms of the 68% CL region of a Poisson
distribution. Setting α = 1− 0.687,
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σxi =
{
D−1
c (α/2, xi + 1) if bi > xi

D−1(α/2, xi) if bi < xi
(4.11)

D−1(α/2, xi) is the quantile function of the gamma distribution, which is the
inverse of the cumulative distribution function (lower tail) of the gamma distribu-
tion:

D(α/2, xi) =
∫ α/2

−∞

1
Γ(xi)

zxi−1e−z dz (4.12)

D−1
c (α/2, xi + 1) is the inverse of the cumulative distribution function (upper

tail) of the gamma distribution:

Dc(α/2, xi + 1) =
∫ +∞

α/2

1
Γ(xi + 1)z

xie−z dz (4.13)

Similarly, an alternative test statistic can be performed. It is a likelihood ratio
with respect to a so-called saturated model because contains as many parameters as
the data points, defined as:

− 2 log λ(θ) = −2 log
∏nb
i=1 Poisson(xi|bi(θ))∏nb
i=1 Poisson(xi|xi)

= 2
nb∑
i=1

[
bi(θ)− xi + xi log xi

bi(θ)

]
(4.14)

The two tests are redundant checks of the goodness-of-fit, but the second test is
more robust when we have small statistics (like at very high-mass). In both cases,
we generate pseudodatasets from the best-fit model obtained on data and refit
each pseudodataset with a maximum likelihood fit. In Figure 4.16, we show the
distribution of both test statistics from these pseudoexperiments as well the value
observed in data. The goodness of the results are quantified by the p-value defined
as the probability of the observed result assuming the background-only hypothesis
true. For the first test, the observed p-value is 37% and the effective number of
degrees of freedom (from fitting a chi-square distribution) is 37.1 ± 0.1. For the
second test the p-value is around 43% and the effective number of degrees of freedom
is 42.4 ± 0.1. In Figure 4.17 the same results for the low-mass analysis are reported.
In this case the observed p-value is around 61% and the effective number of degrees
of freedom is 22.8 ±0.1 for both the statistics tests.

Since the fit for the low-mass analysis shows a kind of modulation in its residual
an additional check for the goodness of fit is performed for this analysis: the Wald-
Wolfowitz runs test. This test allows to quantify the probability that a sequence of
a two-valued data is compatible with the hypothesis of a random sequence. In this
way the randomness of the positive and negative sign sequence of the fit residuals
is tested. A bad fit, in fact, could still have a good χ2 but a long sub-sequences
of adjacent positive or negative residuals would indicate that the data are not well
described by the fitting function. A "run" of a sequence is defined as the maximal
non-empty segment of the sequence consisting of adjacent equal elements. The run
test is based on the null hypothesis that each element in the sequence is indepen-
dently drawn from the same distribution. Under the null hypothesis, the number
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Figure 4.16. Toy distribution for the goodness-of-fit study for the high-mass analysis
using the χ2 test statistic (left) and the −2 log λ test statistic (right) as defined in the
text.
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Figure 4.17. Toy distribution for the goodness-of-fit study for the low-mass analysis using
the χ2 test statistic (left) and the −2 log λ test statistic (right) as defined in the text.

of runs, Nruns, in a sequence of N elements is a random variable whose conditional
distribution is approximately normal, with mean µ and variance σ given by:

µ = 2N+N−
N

+ 1 (4.15a)

and

σ2 = 2N+N−(2N+N− −N)
N2(N − 1) = (µ− 1)(µ− 2)

N − 1 (4.15b)

where N+ and N− are the positive and negative values observed respectively
(N+ + N− = N). Therefore the probability associated with the observed value of
Nruns is given by integrating this Gaussian distribution:

P (Nruns) =
∫ Nruns

− inf

1√
2πσ2

e−
(x−µ)2

2σ2 (4.16)

For uncorrelated residuals the number of runs should not stay in the tails of
the Gaussian. In fact if the number of runs is significantly higher or lower than
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expected, the hypothesis of statistical independence of the elements may be rejected.
Furthermore the test does not assume that the positive and negative elements have
equal probabilities of occurring, but only assumes that the elements are independent
and identically distributed.

In our case Nruns indicates how many times the residuals change sign, N+ is the
number of positive residuals and N− the number of the negatives. The background
fit gives the values N− = 13 and N+ = 12. Therefore, if the null hypothesis is true,
the number of runs is a random variable extracted from the Gaussian distribution
with µ = 13.48 and σ = 2.44. The observed number of runs is Nruns = 13 and
then the probability to obtain this value is P (13) = 42% which demonstrates that
the sequence of the residuals for the low-mass analysis is well compatible with the
non-correlation hypothesis.

From these tests we conclude that the fit function for background-only hypoth-
esis describes well the data and we do not observe any significant excess in the dijet
mass spectrum.
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Chapter 5

Results and Interpretation

Since no excess of events has been observed in the dijet mass spectra, exclusion
limits on the production cross section of new particles decaying to pairs of quarks
and gluons are set. The results are interpreted in the context of the BSM theories
presented in Section 1.2 and discussed in terms of:

• Resonances decaying into two partons;

• Dark Matter mediator models.

Both cases of narrow and wide resonances are considered in the interpretation.

5.1 Narrow resonances decaying into two partons
The background parameterization and the signal models are used to set exclusion
limits on the production cross section of new particles. A separate limit is deter-
mined for each final state (qq, qg, and gg) because of the dependence of the dijet
resonance shape on the two final state partons shown in Figures 4.4.

The modified frequentist method (or CLs method) [47, 48], in conjunction with
the use of asymptotic formulas [49], is utilized to set upper limits on the signal cross
sections. We use a multi-bin counting experiment likelihood, which is a product of
Poisson distributions corresponding to different bins defined as:

L(data|µs+ b) =
nb∏
i=1

Poisson(xi|µsi + bi) =
nb∏
i=1

(µsi + bi)xie−(µsi+bi)

xi!
(5.1)

where µ is the signal strength, nb is the number of bins, xi is the data yield in
bin i, and si and bi are the integrated signal and background rates in bin i. This
likelihood is used to define the test statistic following the LHC CLs procedure [50]:

qµ = −2 log L(data|µs+ b)
L(data|µ̂s+ b) , 0 ≤ µ̂ ≤ µ (5.2)

where µ̂ maximizes the likelihood L(data|µs + b). We can therefore derive the
observed 95% CL upper limit on the signal strength by computing the value of µ
that satisfies the condition:
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CLs ≡
CLs+b
CLb

=
1− Φ(√qµ)

Φ(√qµ,A −√qµ) = 0.05 (5.3)

where qµ,A is the test statistic evaluated on a dataset corresponding exactly
to the expected background and Φ(x) is the cumulative distribution function of
the standard normal distribution. Similar expressions can be used to derive the
expected 95% CL upper limit:

1− Φ(√qµ,A)
0.5 = 0.05 (5.4)

and to find the ±Nσ uncertainty band around the expected limit:

1− Φ(√qµ,A ∓N)
Φ(±N) = 0.05 (5.5)

Systematic uncertainties are related to nuisance parameters that are incorpo-
rated into the model. The effect of the systematic uncertainties on the limits is
studied in detail in Section 5.1.1.

For narrow resonances, we evaluate the likelihood independently at each value
of resonance pole mass from 0.6 to 1.6 TeV in 50 GeV steps in the low-mass search,
and from 1.6 to 8.1 TeV in 100 GeV steps in the high-mass search.

The resonance mass boundary of 1.6 TeV between the two analyses is chosen
such that the dijet mass requirement mjj > 1246 GeV is reasonably efficient for all
the considered final states. For a resonance with a mass of 1.6 TeV, the acceptance
of this requirement is:

• 57% for a gluon-gluon resonance;

• 76% for a quark-gluon resonance;

• 85% for a quark-quark resonance.

Figure 5.1 shows the 95% CL asymptotic LHC CLs limits on the cross section
times the branching ratio times the acceptance (σ × BR × A) for a gg resonance,
a qg resonance, and a qq resonance for the high-mass and low-mass analyses. The
bottom right figure shows the limits for the RS Graviton model, which foresees the
decay of the resonance to both qq and gg final states and for which the cross section
upper limits is obtained from the branching fraction weighted average of the limits
on quark-quark and gluon-gluon resonances. The observed and the expected limits
are reported (points and dashed line) as well as the ±1σ (green) and ±2σ (yellow)
bands corresponding to the variation of the expected limits by one or two standard
deviations respectively.

The acceptance of the minimum dijet mass requirement in each search (mjj >
489 GeV for the low-mass analysis, mjj > 1246 GeV for the high-mass analysis)
is evaluated separately for qq, qg, and gg resonances. It is taken into account by
correcting the limits, and therefore it does not appear in the acceptance A.

Table 5.1 and Figure 5.2 summarize the limits for the different final states.
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Figure 5.1. 95% CL asymptotic LHC CLs limits on σ×BR×A as a function of the reso-
nance mass for a gg resonance (top left), a qg resonance (top right), and a qq resonance
(bottom left). Bottom right plot shows the gg and qq resonance limits weighted for the
branching ratios of a Randall-Sundrum Graviton. The results from both the low-mass
and the high-mass analyses are reported.
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Mass [TeV]
95% CL upper limit [pb]

gg qg qq qq-gg for RSG
Observed Expected Observed Expected Observed Expected Observed Expected

Low-Mass search
0.50 2.81e+01 3.56e+01 3.33e+01 3.88e+01 4.65e+01 4.51e+01 4.02e+01 4.19e+01
0.55 4.09e+01 3.17e+01 3.73e+01 2.72e+01 1.74e+01 1.34e+01 2.55e+01 1.97e+01
0.60 3.93e+01 2.10e+01 3.37e+01 1.90e+01 1.38e+01 1.05e+01 2.27e+01 1.41e+01
0.65 1.55e+01 1.77e+01 1.01e+01 1.14e+01 4.92e+00 5.15e+00 8.62e+00 9.57e+00
0.70 6.14e+00 1.12e+01 4.73e+00 6.32e+00 2.47e+00 3.16e+00 3.77e+00 6.01e+00
0.75 5.50e+00 8.13e+00 3.82e+00 4.68e+00 2.64e+00 2.49e+00 3.66e+00 4.52e+00
0.80 1.02e+01 7.15e+00 5.73e+00 4.06e+00 3.14e+00 2.14e+00 5.70e+00 3.96e+00
0.85 1.13e+01 5.93e+00 5.45e+00 3.33e+00 2.46e+00 1.79e+00 5.71e+00 3.31e+00
0.90 7.56e+00 4.04e+00 3.21e+00 2.42e+00 1.17e+00 1.36e+00 3.53e+00 2.35e+00
0.95 3.23e+00 3.32e+00 1.40e+00 1.86e+00 7.30e-01 1.10e+00 1.66e+00 1.93e+00
1.00 1.66e+00 2.60e+00 9.67e-01 1.45e+00 5.72e-01 9.06e-01 9.83e-01 1.55e+00
1.05 1.41e+00 2.22e+00 1.11e+00 1.26e+00 9.11e-01 7.90e-01 1.10e+00 1.33e+00
1.10 2.06e+00 1.96e+00 1.90e+00 1.13e+00 1.51e+00 7.11e-01 1.72e+00 1.19e+00
1.15 3.90e+00 1.79e+00 2.58e+00 1.04e+00 1.74e+00 6.55e-01 2.58e+00 1.10e+00
1.20 4.49e+00 1.63e+00 2.74e+00 9.49e-01 1.38e+00 6.00e-01 2.60e+00 1.01e+00
1.25 3.48e+00 1.45e+00 2.04e+00 8.64e-01 1.23e+00 5.40e-01 2.12e+00 9.00e-01
1.30 3.58e+00 1.26e+00 2.00e+00 7.60e-01 8.61e-01 4.85e-01 1.95e+00 7.97e-01
1.35 1.96e+00 1.11e+00 1.01e+00 6.62e-01 4.85e-01 4.24e-01 1.08e+00 7.03e-01
1.40 1.14e+00 9.55e-01 5.56e-01 5.71e-01 3.00e-01 3.69e-01 6.44e-01 6.09e-01
1.45 6.32e-01 8.33e-01 3.52e-01 4.97e-01 1.86e-01 3.27e-01 3.70e-01 5.35e-01
1.50 4.20e-01 7.23e-01 2.66e-01 4.30e-01 1.45e-01 2.84e-01 2.59e-01 4.67e-01
1.55 3.57e-01 6.38e-01 1.93e-01 3.81e-01 1.44e-01 2.59e-01 2.34e-01 4.18e-01
1.60 3.37e-01 5.58e-01 1.87e-01 3.45e-01 1.64e-01 2.35e-01 2.37e-01 3.72e-01

High-Mass search
1.6 3.72e-01 6.72e-01 2.74e-01 4.08e-01 2.07e-01 2.38e-01 2.77e-01 4.22e-01
1.7 6.50e-01 5.02e-01 4.33e-01 2.96e-01 2.99e-01 1.79e-01 4.50e-01 3.18e-01
1.8 6.17e-01 3.55e-01 3.86e-01 2.10e-01 2.62e-01 1.34e-01 4.17e-01 2.30e-01
1.9 4.71e-01 2.63e-01 2.69e-01 1.60e-01 1.61e-01 1.06e-01 2.98e-01 1.76e-01
2.0 2.97e-01 2.07e-01 1.67e-01 1.29e-01 1.08e-01 8.71e-02 1.93e-01 1.41e-01
2.1 1.88e-01 1.74e-01 1.12e-01 1.10e-01 7.56e-02 7.44e-02 1.27e-01 1.20e-01
2.2 1.34e-01 1.50e-01 7.53e-02 9.49e-02 4.90e-02 6.43e-02 8.82e-02 1.04e-01
2.3 8.15e-02 1.30e-01 4.62e-02 8.32e-02 2.86e-02 5.57e-02 5.33e-02 9.04e-02
2.4 5.89e-02 1.13e-01 3.84e-02 7.21e-02 2.80e-02 4.82e-02 4.26e-02 7.88e-02
2.5 5.96e-02 9.73e-02 4.15e-02 6.23e-02 3.05e-02 4.16e-02 4.44e-02 6.82e-02
2.6 6.67e-02 8.32e-02 4.71e-02 5.33e-02 3.47e-02 3.58e-02 5.01e-02 5.87e-02
2.7 7.32e-02 7.09e-02 5.22e-02 4.55e-02 3.88e-02 3.08e-02 5.56e-02 5.03e-02
2.8 7.79e-02 6.04e-02 5.26e-02 3.91e-02 3.87e-02 2.63e-02 5.79e-02 4.30e-02
2.9 7.37e-02 5.18e-02 4.82e-02 3.35e-02 3.53e-02 2.28e-02 5.43e-02 3.71e-02
3.0 6.42e-02 4.43e-02 3.96e-02 2.90e-02 2.68e-02 1.96e-02 4.54e-02 3.19e-02
3.1 4.20e-02 3.86e-02 2.46e-02 2.53e-02 1.36e-02 1.74e-02 2.79e-02 2.80e-02
3.2 2.95e-02 3.37e-02 2.11e-02 2.24e-02 1.64e-02 1.54e-02 2.30e-02 2.46e-02
3.3 3.41e-02 2.96e-02 2.36e-02 1.96e-02 1.78e-02 1.36e-02 2.61e-02 2.17e-02
3.4 3.47e-02 2.63e-02 2.34e-02 1.75e-02 1.69e-02 1.22e-02 2.60e-02 1.94e-02
3.5 3.19e-02 2.33e-02 2.14e-02 1.58e-02 1.48e-02 1.10e-02 2.36e-02 1.73e-02
3.6 2.74e-02 2.08e-02 1.82e-02 1.41e-02 1.19e-02 9.81e-03 1.99e-02 1.55e-02
3.7 2.25e-02 1.87e-02 1.52e-02 1.27e-02 1.01e-02 8.86e-03 1.66e-02 1.40e-02
3.8 1.96e-02 1.68e-02 1.31e-02 1.16e-02 9.02e-03 8.03e-03 1.45e-02 1.26e-02
3.9 1.72e-02 1.53e-02 1.13e-02 1.05e-02 7.72e-03 7.25e-03 1.27e-02 1.15e-02
4.0 1.47e-02 1.37e-02 9.57e-03 9.45e-03 6.29e-03 6.57e-03 1.07e-02 1.03e-02
4.1 1.21e-02 1.25e-02 8.06e-03 8.67e-03 5.17e-03 5.98e-03 8.86e-03 9.41e-03
4.2 1.02e-02 1.14e-02 6.93e-03 7.89e-03 4.52e-03 5.40e-03 7.54e-03 8.57e-03
4.3 9.12e-03 1.03e-02 6.55e-03 7.20e-03 4.61e-03 4.91e-03 7.01e-03 7.78e-03
4.4 9.27e-03 9.35e-03 7.01e-03 6.57e-03 5.35e-03 4.46e-03 7.45e-03 7.07e-03
4.5 1.02e-02 8.47e-03 7.52e-03 5.98e-03 5.65e-03 4.04e-03 8.09e-03 6.42e-03
4.6 1.05e-02 7.69e-03 7.51e-03 5.44e-03 5.55e-03 3.65e-03 8.19e-03 5.83e-03
4.7 1.03e-02 6.96e-03 7.27e-03 4.91e-03 5.26e-03 3.31e-03 7.97e-03 5.28e-03
4.8 9.62e-03 6.27e-03 6.72e-03 4.46e-03 4.79e-03 2.99e-03 7.40e-03 4.77e-03
4.9 8.56e-03 5.69e-03 5.86e-03 4.04e-03 3.88e-03 2.70e-03 6.42e-03 4.32e-03
5.0 6.90e-03 5.10e-03 4.62e-03 3.67e-03 2.85e-03 2.44e-03 5.05e-03 3.89e-03
5.1 5.34e-03 4.70e-03 3.53e-03 3.33e-03 2.14e-03 2.22e-03 3.89e-03 3.57e-03
5.2 4.11e-03 4.28e-03 2.77e-03 3.04e-03 1.73e-03 2.01e-03 3.03e-03 3.25e-03
5.3 3.35e-03 3.94e-03 2.28e-03 2.77e-03 1.45e-03 1.81e-03 2.49e-03 2.98e-03
5.4 2.85e-03 3.60e-03 1.92e-03 2.50e-03 1.22e-03 1.64e-03 2.12e-03 2.72e-03
5.5 2.43e-03 3.28e-03 1.62e-03 2.29e-03 1.01e-03 1.50e-03 1.79e-03 2.48e-03
5.6 2.05e-03 3.02e-03 1.38e-03 2.08e-03 8.54e-04 1.36e-03 1.51e-03 2.27e-03
5.7 1.78e-03 2.77e-03 1.22e-03 1.90e-03 7.88e-04 1.23e-03 1.33e-03 2.08e-03
5.8 1.65e-03 2.53e-03 1.15e-03 1.73e-03 8.00e-04 1.11e-03 1.27e-03 1.89e-03
5.9 1.64e-03 2.33e-03 1.14e-03 1.58e-03 8.09e-04 1.02e-03 1.27e-03 1.74e-03
6.0 1.64e-03 2.13e-03 1.13e-03 1.43e-03 7.91e-04 9.25e-04 1.26e-03 1.59e-03
6.1 1.66e-03 2.01e-03 1.11e-03 1.34e-03 7.45e-04 8.39e-04 1.25e-03 1.49e-03
6.2 1.63e-03 1.89e-03 1.06e-03 1.24e-03 6.84e-04 7.66e-04 1.21e-03 1.39e-03
6.3 1.56e-03 1.79e-03 1.00e-03 1.16e-03 6.26e-04 6.99e-04 1.15e-03 1.30e-03
6.4 1.49e-03 1.69e-03 9.41e-04 1.08e-03 5.75e-04 6.44e-04 1.08e-03 1.23e-03
6.5 1.42e-03 1.61e-03 8.82e-04 1.00e-03 5.21e-04 5.89e-04 1.02e-03 1.16e-03
6.6 1.36e-03 1.53e-03 8.26e-04 9.37e-04 4.72e-04 5.40e-04 9.66e-04 1.09e-03
6.7 1.29e-03 1.47e-03 7.79e-04 8.82e-04 4.30e-04 4.91e-04 9.13e-04 1.04e-03
6.8 1.24e-03 1.41e-03 7.35e-04 8.27e-04 4.06e-04 4.55e-04 8.71e-04 9.88e-04
6.9 1.21e-03 1.36e-03 7.11e-04 7.78e-04 4.00e-04 4.18e-04 8.54e-04 9.45e-04
7.0 1.24e-03 1.32e-03 7.08e-04 7.29e-04 3.98e-04 3.81e-04 8.69e-04 9.09e-04
7.1 1.31e-03 1.30e-03 7.27e-04 7.05e-04 3.94e-04 3.57e-04 9.06e-04 8.85e-04
7.2 1.38e-03 1.30e-03 7.40e-04 6.81e-04 3.86e-04 3.27e-04 9.43e-04 8.72e-04
7.3 1.46e-03 1.30e-03 7.53e-04 6.62e-04 3.74e-04 3.02e-04 9.81e-04 8.62e-04
7.4 1.54e-03 1.32e-03 7.61e-04 6.50e-04 3.57e-04 2.84e-04 1.02e-03 8.68e-04
7.5 1.62e-03 1.36e-03 7.62e-04 6.38e-04 3.33e-04 2.66e-04 1.06e-03 8.80e-04
7.6 1.71e-03 1.42e-03 7.59e-04 6.38e-04 3.10e-04 2.47e-04 1.10e-03 9.07e-04
7.7 1.81e-03 1.51e-03 7.53e-04 6.38e-04 2.84e-04 2.29e-04 1.14e-03 9.47e-04
7.8 1.93e-03 1.65e-03 7.43e-04 6.44e-04 2.50e-04 2.17e-04 1.19e-03 1.02e-03
7.9 2.06e-03 1.87e-03 7.19e-04 6.56e-04 2.20e-04 2.11e-04 1.25e-03 1.15e-03
8.0 2.25e-03 2.24e-03 7.03e-04 6.93e-04 1.99e-04 2.11e-04 1.35e-03 1.35e-03
8.1 2.26e-03 2.41e-03 7.05e-04 7.35e-04 1.97e-04 2.17e-04 1.36e-03 1.45e-03

Table 5.1. Observed and expected upper limits at 95% CL on σ × BR × A for a gg
resonance, a qg resonance and a qq resonance as a function of the resonance mass. For
the RS Graviton the limits are obtained from the branching fraction weighted average
of the limits on qq and gg resonances.
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Figure 5.2. Summary of 95% CL asymptotic LHC CLs limits on σ × BR × A for a gg
resonance, a qg resonance, and a qq resonance. The results from both the low-mass and
the high-mass analyses are reported.

The strength of a possible excess of events in the dijet mass spectrum can be
quantified by the significance. Technically, the measure of the local significance is
obtained imposing µ = 0 in Equation 5.2:

q0 = −2 log L(data|b)
L(data|µ̂s+ b) (5.6)

and therefore the observed local significance, Z, is simply:

Z = √q0 (5.7)

The significances shown in this section are "local" since the look-elsewhere effect
(LEE) [51] is not taken into account. The LEE relies on the fact that, when searching
for a new resonance somewhere in a possible mass range, the significance of observing
a local excess of events should take into account the probability of observing such
an excess anywhere in the range. The look-elsewhere effect would lower the already
low local significance observed.

The observed local significance as a function of the resonance mass for the three
considered final states (qq, qg, and gg) is shown in Figure 5.3 for the high-mass
analysis and in Figure 5.4 for the low-mass analysis. The most significant local
excess (1.9σ) occurs for the gg resonance hypothesis at mass 850 GeV.
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Figure 5.3. Local significance as a function of the resonance mass for a gg resonance (top
left), a qg resonance (top right), and a qq resonance (bottom) observed in the high-mass
analysis.
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Figure 5.4. Local significance as a function of the resonance mass for a gg resonance (top
left), a qg resonance (top right), and a qq resonance (bottom) observed in the low-mass
analysis.
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5.1.1 Systematic uncertainties
The systematic uncertainties are taken into account as nuisance parameters in the
limit setting procedure. The dominant sources of systematic uncertainty are the jet
energy scale and resolution, integrated luminosity, and the exact parameterization
of the background shape in the dijet mass distribution. The uncertainty in the
jet energy scale in both the low-mass and the high-mass search is 2% and it is
determined from

√
s = 13 TeV data using the methods described in [52]. This

uncertainty is propagated to the limits by shifting the dijet mass shape for signal
by 2%. The uncertainty in the jet energy resolution translates into an uncertainty
of 10% in the resolution of the dijet mass [40], and it is propagated to the limits by
observing the effect of increasing and decreasing by 10% the reconstructed width
of the dijet mass shape for signal. The uncertainty in the integrated luminosity is
2.5% [53], and it is propagated to the normalization of the signal. Changes in the
values of the parameters describing the background introduce a change in the signal
strength, which is accounted for as a systematic uncertainty. It is automatically
evaluated via profiling, effectively refitting for the optimal values of the background
parameters for each value of the resonance cross section. The extent to which the
background uncertainty affects the limit depends significantly on the amount of the
background. Its effect is larger when the background is larger, which happens for
wide resonances and low resonance masses. The largest effect occurs for the gg
resonances because they are wider, while the smallest effect is for the qq resonances.
The systematic uncertainties are summarized in Table 5.2.

The effect of the systematics on the exclusion limit is reported for qq resonances
in Figure 5.5 in which the ratio of the limits with and without systematics applied
is shown. The systematic uncertainties reflect in a weakening of the upper limit
on µ by a factor of 2-3 for the low-mass analysis and a factor around 1.5 for the
high-mass analysis.

Systematic Uncertainty source Uncertainty
Jet energy resolution 10% of resolution
Jet energy scale ± 2% shift of mjj

Luminosity ± 2.5% on the normalization
Background parameterization depends on the signal shape

and the resonance mass
Table 5.2. Summary of the systematic uncertainties propagated to the limit setting pro-

cedure.

5.1.2 Theoretical interpretation
The exclusion limits on the production cross-section for new resonances, presented
in the previous sections, can be compared to some theoretical predictions to set lim-
its on the mass of the resonance. The considered theoretical models are discussed in
Section 1.2. The model predictions shown in Figures 5.1 and 5.2 are calculated in
the narrow-width approximation using PYTHIA 8 and the CTEQ6L1 [54] PDF at
leading order, with a next-to-leading order correction factor. The branching frac-
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Figure 5.5. The ratio between the observed limits on the cross section including sta-
tistical+systematic uncertainties and the limits including statistical uncertainties only
(points) for a resonance decaying to quark-quark in the low-mass search (left) and the
high-mass search (right). The ratio between the expected limits is also reported (dashed
line).

tion includes the direct decays of the resonance into the five light quarks and gluons
only, excluding the top quark from the decay, although top quarks are included in
the calculation of the resonance width. The acceptance is evaluated at the parton
level for the resonance decay to two partons. In the case of isotropic decays, the
acceptance is A ∼ 0.6 and it is independent of the resonance mass. For a given
model, new particles are excluded at 95% CL in the mass region where the theo-
retical prediction lies at or above the observed upper limit for the appropriate final
state in Figures 5.1 and 5.2. The exclusion limits for the nine considered benchmark
models are summarized in Table 5.3. They are more stringent than the exclusion
limits in the dijet channel previously reported by CMS [44, 45, 55].

Observed (expected) exclusion limits on the resonance mass [TeV]
Model Final 36 fb−1 12.9 fb−1 2.4 fb−1 20 fb−1

State 13 TeV 13 TeV 13 TeV 8 TeV
String qg 7.7 (7.7) 7.4 (7.4) 7.0 (6.9) 5.0 (4.9)
Scalar diquark qq 7.2 (7.4) 6.9 (6.8) 6.0 (6.1) 4.7 (4.4)
Axigluon/coloron qq̄ 6.1 (6.0) 5.5 (5.6) 5.1 (5.1) 3.7 (3.9)
Excited quark qg 6.0 (5.8) 5.4 (5.4) 5.0 (4.8) 3.5 (3.7)
Color-octet scalar (k2

s = 1/2) gg 3.4 (3.6) 3.0 (3.3) — —
W ′ qq̄ 3.3 (3.6) 2.7 (3.1) 2.6 (2.3) 2.2 (2.2)
Z ′ qq̄ 2.7 (2.9) 2.1 (2.3) — 1.7 (1.8)
RS Graviton qq̄, gg 1.7∗ (2.1) 1.9 (1.8) — 1.6 (1.3)
DM Mediator (mDM = 1 GeV) qq̄ 2.6 (2.5) 2.0 (2.0) — —

Table 5.3. Observed and expected exclusion limits on the resonance mass at 95% CL
obtained in this analysis and compared to previous results from CMS with 12.9 fb−1

and 2.4 fb−1 at
√
s = 13 TeV [44, 55] and with 20 fb−1 at

√
s = 8 TeV [45]. For

the latest analysis the listed models are excluded between 0.6 TeV and the indicated
exclusion limit on the resonance mass. ∗For the RS Graviton model, in addition to
the observed exclusion limit listed above, this analysis also excludes the mass interval
between 2.1 and 2.5 TeV.
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5.1.3 Bias Study
One of the most important questions to answer is if the chosen signal+background
fit would be able to measure the signal correctly. This can be checked performing a
"bias test": we inject a signal and compare the outcome of the fit with the injected
signal, i.e. measure the "bias" on the signal strength.

In order to perform this bias test, pseudodatasets are generated from different
functions and then they are fitted with the functions chosen to describe the back-
ground (Equations 4.6 and 4.7). The bias test result depends on the choice of the
background model used for generation and fitting of the toy model, which is not
obvious and unique because we don’t know the "true" background distribution in
data. A simple bias study can be done using the same background parameterization
to generate and fit the pseudodataset, and it is used as a "closure test". However
the closure bias study is the best case scenario, assuming that the real data fol-
low exactly the model used for the fit. To give a more realistic estimation of the
amount of bias, we repeat the study generating toys using different functions and
fitting with the functions used in the analysis. The alternative functions for gener-
ation are reported in Equations 5.8 and 5.9 for the high-mass and low-mass search
respectively.

dσ
dmjj

= p0exp[p1x
p2 + p1(1− x)p3 ] (4-par. modified exponential) (5.8)

dσ
dmjj

= p0exp[p1x
p2 + p3(1− x)p4 ] (5-par. modified exponential) (5.9)

We define the measure of the bias as the difference between the fitted signal
strength µ̂ and the injected signal strength µ divided by the statistical+systematic
uncertainty σµ:

Bias = µ̂− µ
σµ

(5.10)

In the following, all of the signal templates are normalized so that µ = 1 cor-
responds to σ × B × A = 1 pb. We perform the bias study using the qq resonance
signal shapes, with injected signal strength µ corresponding to the 95% CL limit
obtained previously in Section 5.1. For example, Figure 5.6 shows the distributions
of the measured bias for a qq resonance with mass 1350 GeV (low-mass analysis):
pseudodatasets are generated either with the 5 parameters dijet function (Eq. 4.7)
and with the 5 parameters modified exponential function (Eq. 5.9) and then they
are fitted with the 5 parameters dijet function. From a Gaussian fit is possible
therefore to extract the bias at that resonance mass.

This study is performed covering the mass range considered in this analysis:
from 600 GeV to 1600 GeV by 50 GeV steps for the low-mass analysis and from
1600 GeV to 8100 GeV for the high-mass search with steps of 100 GeV. Figure 5.7
shows the bias as a function of the resonance mass (qq final state) for the high-mass
analysis. In this case the bias observed is always lower than 20%, that is negligible
compared to other systematic uncertainties.
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Figure 5.6. Bias on the signal strength for a qq resonance with mass 1350 GeV and
σ×BR×A = 0.418 pb. The pseudodatasets are generated with the 5 parameters dijet
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with the 5 parameters dijet function.

2000 3000 4000 5000 6000 7000 8000

M
ea

n 
bi

as
 [%

 o
f s

ta
t.+

sy
st

. u
nc

. σ
µ]

300−

200−

100−

0

100

200

300CMS Preliminary  (13 TeV)-136 fb

gen. pdf = 4-par. dijet
fit pdf = 4-par. dijet

Dijet Mass [GeV]

quark-quark

2000 3000 4000 5000 6000 7000 8000

M
ea

n 
bi

as
 [%

 o
f s

ta
t.+

sy
st

. u
nc

. σ
µ]

300−

200−

100−

0

100

200

300CMS Preliminary  (13 TeV)-136 fb

gen. pdf = 4-par. mod. exp.
fit pdf = 4-par. dijet

Dijet Mass [GeV]

quark-quark

Figure 5.7. Bias on the signal strength in percentage of σµ as a function of the qq resonance
mass. The pseudodatasets are generated with the 4 parameters dijet function (left)
or with the 4 parameters modified exponential function (right) and fitted with the 4
parameters dijet function.

In Figure 5.8 the bias as a function of the qq resonance mass for the low-mass
analysis is shown. In this case we observe up to 150% bias as a percentage of σµ.

In order to quantify the effect of this high bias on the limits, an additional study
known as “discrete profiling” or “envelope” method [56] is performed. This method
investigates the effect on the 95% CL limits when profiling a discrete nuisance pa-
rameter, corresponding to the choice of background parameterization. In Figure 5.9
the ratio of the limits with discrete profiling to the nominal limits is reported and it
can be noticed that adding discrete profiling has small impact. The expected limit
with discrete profiling is always within ±1σ of the nominal expected limit without
discrete profiling.

A further study is based on another definition of bias:

Bias2 = (µ̂− µ)/µ (5.11)

in order to measure the effect of the bias in terms of the injected signal strength
µ. In this case, the observed bias, reported in Figure 5.10, is up to 50% and it is
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small compared to the effect of the already existing systematic uncertainties. In
fact, such uncertainties weaken the upper limit on µ by a factor of 2-3, as shown in
Figure 5.5.
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5.2 Wide Resonance decaying into two partons
The results presented in the previous section only refer to narrow-width resonances.
In this section the search in the high-mass region is extended to the case of wide
resonances, with width over mass ratio between 0.00001 and 30%.

The limits calculation follows the same procedure employed with the narrow
resonances.

In order to take into account the fact that the resonances are wider, the limits
are quoted only for a range of masses and widths that satisfies two conditions:

• at low resonance mass, the core of the signal shape is preserved after the
trigger selection mjj > 1246 GeV;

• at high resonance mass, the presence of the low-mass tails in the signal shape
does not significantly affect the limit value.

The latter condition is enforced defining a truncated shape by a cut off at 70%
of the nominal resonance mass:

mtruncated
jj ≥ 70% ·mnominal

jj (5.12)

and requiring that the expected limit derived for the truncated signal shape and
corrected for the difference in acceptance because of the truncation is close to that
derived for the full shape, within the typical uncertainty of 15% in the expected
limits:

Limitsfull shape − Limitstruncated

Limitsfull shape ≤ 15% (5.13)

This condition does not affect the maximum allowed resonance mass for qq
resonance, for which the limits are quoted up to 8 GeV for all the widths, while
it does restrict the maximum mass for a gg resonance. The acceptance due to
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the truncation as a function of the gg resonance mass and the width is shown in
Figure 5.11. These values are used to correct the truncated limits.
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Figure 5.11. The acceptance due to the truncation in the width versus mass plane for gg
resonances.

Figure 5.12 shows the quantity in Eq. 5.13. The highest resonance mass for gg
final state that satisfies that condition is:

• M = 5 TeV for a resonance with 30% width;

• M = 5.5 TeV for 25% width;

• M = 6 TeV for 20% width;

• M = 7.5 TeV for 15% width;

• M = 8 TeV for 10%, 5% and narrow resonances.

The truncated shapes are used only for this study in order to decide the maxi-
mum mass for which the limits can be set, while the limits calculation relies on the
full shapes.

The excluded cross section times branching ratio times acceptance at 95% CL
as a function of the resonance mass and for different values of Γ/M are shown in
Fig. 5.13 for qq resonances and in Figure 5.14 for gg resonances.

The limits for the different widths for the two possible final states are compared
in Figure 5.15. The limits get worse as the resonance intrinsic width increases. As
for the narrow-width case, the limits are less stringent in the gg case due to the
more pronounced tail in the shapes at low mass.
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Figure 5.13. The 95% CL upper limits on the production of spin-2 resonances decaying to
qq as a function of the resonance mass for the values of Γ/M considered in the analysis.
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Figure 5.14. The 95% CL upper limits on the production of spin-2 resonances decaying to
gg as a function of the resonance mass for the values of Γ/M considered in the analysis.
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5.3 Dark matter mediator
The dark matter (DM) is an unidentified type of matter distinct from ordinary
matter, dark energy and neutrinos. The name indicates that it does not interact
or emit any electromagnetic radiation, which means it is invisible to the entire
electromagnetic spectrum. Although it has not been observed directly, there are
abundant astrophysical evidences of its presence, such as the gravitational lensing
and its gravitational effects on visible matter. The standard model of cosmology
indicates that 26.8% of the universe are dark matter, 68.3% are dark energy and
only 4.9% are ordinary matter, which means that the majority of the universe still
remain unseen. The most widely accepted hypothesis on the form for dark matter is
that it is composed of weakly interacting massive particles (WIMPs) that interact
only through gravity and the weak force. These reasons motivate the search for
dark matter both in astrophysical experiments and at colliders.

The model considered in this analysis is the simplified model explained in Sec-
tion 1.2. In this model, the DM particle is assumed to be a Dirac Fermion χ and
the particle mediating the interaction is exchanged in the s-channel, as shown in
Figure 5.16.

DM	mediator	

q	

q	

χ	

χ	

Figure 5.16. Feynman diagram for the process qq̄ →DM mediator→ χχ̄.

The model is characterized by four parameters:

• the DM mass, mDM ;

• the mediator mass, Mmed;

• the universal mediator coupling to quarks, gq;

• the mediator coupling to DM, gDM .

The DM mediators only decays into qq and pairs of DM particles (leptophobic),
with unknown mass mDM and the coupling set at gq = 0.25 and gDM = 1.0.

In order to find the excluded region in the dark matter mass vs. mediator mass
plane, the theoretical cross sections are calculated as a function of the mediator mass
for different values of mDM . Dark matter masses between 1 GeV (indistinguishable
from zero) and 1.7 TeV in 50 GeV steps were considered. The cross sections at
parton level are calculated from MadGraph 5 simulation, which is consistent with
the partial width Equations 1.21 and 1.24. Figure 5.17 shows the upper limits on the
cross section as a function of the mediator mass for both types of mediator, vector
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Figure 5.17. The 95% CL upper limits on the product of the cross section, branching

fraction and acceptance for qq resonances, compared with the predicted cross sections
of dark matter mediators for mDM = 0.3, 1, 1.4, 1.6 TeV, for both axial-vector (left)
and vector (right) mediator model.

and axial-vector. The theoretical cross sections for a DM mediator are reported in
the same Figure for four values of dark matter mass as an example.

As for the other models seen in the previous sections, all the cross section values
above the observed upper limits are excluded by this search.

Comparing the theoretical cross sections for each value of dark matter mass to
the 95% CL cross section limits, we can obtain a 2D exclusion area on the dark
matter mass vs. mediator mass plane. The cross sections are calculated starting
from MadGraph 5 with mDM = 1 GeV, and the dark matter mass dependence of
the mediator cross section is determined analytically from the partial width equa-
tions 1.21 and 1.24. The exclusion regions for a DM mediator are compared with
the results from other CMS analyses as the mono-X analyses (searches for missing
transverse energy + X with X = jet, photon or a vector boson [57, 58, 59]) and a
boosted dijet search [60]. The results of this analysis in terms of DM exclusion are
also compared to constraints from the cosmological relic density of DM, as described
in [61]. They are determined from the tool MadDM [62], which gives a numerical
estimate of the expected relic density based on the standard model of cosmology for
any model containing a DM candidate. The curve corresponding to Ωc×h2 = 0.12,
which is the latest results from Planck satellite observations [63], is reported. The
comparison of the exclusion regions for vector and axial-vector mediator in the dark
matter mass vs. mediator mass plane is shown in Figure 5.18.

As outlined in [17] these results can be compared with results from direct detec-
tion experiments. For this purpose the limits in the dark matter mass vs. mediator
mass plane are re-calculated at 90% CL and then translated into the plane of the
DM mass versus the DM-nucleon interaction cross section. The translation is done
using the predicted relation between the DM-nucleon interaction cross section and
the mediator mass:

σSI
DM−N ' 6.9× 10−41cm2 ·

(
gqgDM

0.25

)2 (1 TeV
Mmed

)4 ( µnχ
1 GeV

)2
(5.14)
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σSD
DM−N ' 2.4× 10−42cm2 ·

(
gqgDM

0.25

)2 (1 TeV
Mmed

)4 ( µnχ
1 GeV

)2
(5.15)

where µnχ = mnmDM/(mn+mDM ) withmn ' 0.939 GeV the nucleon mass. An
axial-vector mediator leads to a spin-dependent cross section, σSD, while a vector
mediator leads to a spin-independent cross section, σSI. Figure 5.19 shows the
results from the CMS searches previously quoted and compares them with dark
matter search by direct detection experiments [64, 65, 66, 67, 68, 69, 70, 71, 72].
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Figure 5.18. The 95% CL observed excluded regions in the dark matter mass vs. mediator
mass plane, for an axial-vector mediator (top) and a vector mediator (bottom). The
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from dijets channel (dark blue shaded) and using 13 fb−1 from boosted dijets (light blue
shaded), mono-jets (red), mono-photons (orange), and mono-Z (yellow) are compared
with direct detection experiments. (Left) The CMS exclusion of a spin-dependent cross
section for an axial-vector mediator compared with limits from PICASSO [64], PICO-
60 [65], IceCube [66, 67] and Super-Kamiokande [68]. (Right) The CMS exclusion
of a spin-independent cross section for a vector mediator compared with limits from
LUX [69], PandaX-II [70], CDMSLite [71], and CRESST-II [72]. The CMS exclusions
are set for Dirac DM particle and couplings gq = 0.25 and gDM = 1, for leptophobic
axial-vector and vector mediators, and they strongly depend on these choices and are
not applicable to other choices of coupling values or models. The CMS limits do not
include a constraint on the relic density.
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5.3.1 Wide dark matter mediator
In the previous section we fixed the couplings gq and gDM and we performed a scan
over the masses mDM andMmed. This allowed to set limits in the dark matter mass
vs. mediator mass plane.

In this section limits in the quark coupling vs. mediator mass plane are set in
order to constrain another parameter of the phase space. For this purpose we fix
the dark matter parameters mDM = 1 and gDM = 1 and we perform a scan over
the other two parameters. For this particular choice of the parameters, the relation
between the resonance width and the quark coupling is:

Γ ≈ (18g2
q + 1)Mmed

12π (5.16)

Considering wide dark matter mediators (high Γ/Mmed), it therefore means
putting constraints on high quark coupling.

The following results are shown assuming the model of vector dark matter me-
diator, since the shapes and limits are found indistinguishable from the axial-vector
mediator model and therefore the conclusions are valid for both models.

The study with the truncated shapes explained in the previous sections is per-
formed also in this case. The highest mediator mass for which the limits can be set
is:

• M = 5 TeV for a resonance with 30% width;

• M = 5.5 TeV for a resonance with 20% width;

• M = 6 TeV for 20% width;

• M = 6.5 TeV for 15% width;

• M = 7 TeV for 10% width;

• M = 7.5 TeV for 5% width;

• M = 8 TeV for 1% width.

The observed exclusion limits on the cross section times the branching ratio
times the acceptance at 95% CL as a function of the resonance mass for different
values of Γ/M is shown in Fig. 5.20. The results taking into account the truncation
study are summarized in Figure 5.21.

The theoretical cross sections for the production of a DM mediator in the model
with mDM = 1 GeV and gDM = 1 are calculated from MadGraph 5 for different
quark coupling between 0.1 < gq < 1.0 in 0.1 steps, as shown in Fig. 5.22.

In order to compare the observed limits on the cross section (reported for differ-
ent width-to-mass ratio Γ/M) and the theoretical cross section (reported in terms
of coupling gq) we used the relationship 5.16. Using this relation, the MadGraph
predictions for the mediator cross section can be converted to a function of width
and then they can be compared to the observed cross section limits. The conversion
is performed for mediator mass in the range 1.6 < Mmed < 4.7 TeV in 100 GeV
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steps because the analysis has no sensitivity to higher mass. The comparison is
shown for some of the masses considered as an example in Figure 5.23.
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Figure 5.20. The 95% CL upper limits on the production of a spin-1 dark matter mediator
decaying to qq as a function of the mediator mass for the values of Γ/M considered in
the analysis.
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Figure 5.23. The 95% CL upper limits on the production cross section times the branching
ratio times the acceptance for a dark matter mediator as a function of Γ/M . Some of
the mediator masses considered in the analysis are shown as an example. Limits are
compared to cross sections of dark matter mediator for mDM = 1 GeV and gDM = 1.
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All the cross section values above the observed upper limits on the cross section
are excluded by this search as well as the corresponding values of Γ/M . Finally
we can revert back to the quark coupling using Equation 5.16 to find the excluded
values of gq as a function of the mediator mass. This result is shown in Fig. 5.24
where we can see that the observed upper limit on gq varies from approximately 0.2
to 0.8. These values correspond to natural widths of 5% (narrow resonance) and
30% (wide resonance) respectively, demonstrating that sensitivity to higher values
of gq are obtained from this wide resonance search. In fact the limits from the
narrow resonance search are approximately valid up to a quark coupling of about
0.4, corresponding to a width of 10%, for a vector dark matter mediator up to a
mass of 3.7 TeV. The limits taking into account the natural width of the resonance
improve the accuracy of the narrow width limits, probing up to a larger coupling of
0.76, corresponding to a natural width of 30%, for a dark matter mediator up to a
higher mass of 4.1 TeV.
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Figure 5.24. The 95% CL upper limits on the quark coupling gq as a function of the dark
matter mediator mass. The observed limits (solid), expected limits (dashed) and their
variation at the 1 and 2 standard deviation levels (shaded bands) are shown.
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Conclusions

In this thesis a model independent search for physics beyond the Standard Model
with a dijet final state was presented. The analyzed dataset consists of 36 fb−1 of
proton-proton collisions delivered by the LHC with a center-of-mass energy of 13
TeV, and collected by the CMS experiment in 2016. This dataset overcame in few
weeks the data collected in 2015 (corresponding to an integrated luminosity of 2.4
fb−1) and therefore the analysis of these data was fundamental since the beginning
of 2016 data-taking.

The search was performed in the region of masses between ∼500 GeV and 8
TeV. Due to trigger and disk-space limitations, the lower part of this range was
not investigated in Run2 and could be probed by this analysis thanks to the data-
scouting technique.

The analysis strategy consists in searching for a peak in the dijet mass distri-
bution over a falling background spectrum. The observed dijet mass spectrum is
smooth and no significant excess was found. Upper limits on the production cross
section of new resonances are set for three different final states (quark-antiquark,
quark-gluon and gluon-gluon). Either narrow and wide resonances with a width
up to 30% of the resonance mass are considered. The observed limits are then
compared with the theoretical expectation for 9 benchmark models. Such models
consider either the production of a massive resonance directly coupling to quarks or
gluons, or the presence of a vector or axial-vector mediator that couples to quarks
and dark matter particles. The exclusion limits set on the production of new res-
onances are among the most stringent ones set at colliders. Dark matter mediator
masses from 600 GeV and up to ∼2.6 TeV (largely independent of the DM particle
mass) are excluded for the benchmark choice of the mediator couplings. This is a
more stringent limit with respect to those set by the traditional EmissT + X searches
at the LHC. In the plane of the dark matter-nucleon interaction cross section ver-
sus dark matter mass, the dijet search is also more sensitive than direct detection
experiments for spin-dependent cross sections.

This analysis is and will remain in the future among the most powerful ones
to search for new physics and dark matter at LHC. In fact any hypothetical new
particle that might be produced originates from the colliding protons and therefore
it must couple to quarks and/or gluons.

For the future some improvements to the analysis are possible. The background
could be estimated using a control sample and not from a direct fit to the data. With
this approach many uncertainties would cancel out in the ratio between the control
and the signal region, reducing the systematics on the background. A possible
extension of the analysis consists in dividing the analysis in categories of |∆η| with



84 Conclusions

different signal purity and combining the results, instead of the angular cut currently
applied. This would improve the global analysis sensitivity and would extend the
analysis to models that predict a resonance out of the current signal region.
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Appendix A

Jet energy calibration using γ +
jet events

Jets are composite objects coming from the hadronization of outgoing partons in
LHC collisions. Jet clustering algorithm are designed to group in a single object
all the stable particles coming from the parton shower. Ideally, the reconstructed
jet energy should be the same as the showering parton, which is the information
needed from the analyses. However the measured energy is affected by detector
reconstruction and physics effects like initial and final state radiation and pile-up.
To correct the jet energy, a factorized approach with several independent correction
levels is employed in CMS. Each level aims at correcting for different effects, as
explained in Section 3.3. One promising event topology useful to calculate the jet
energy corrections is the photon + jet process in which one isolated photon is back-
to-back in the transverse plane to one jet. The photon energy is in fact measured
with very high precision, with a negligible resolution with respect to the jet’s one,
and can be assumed as the "true" energy. Therefore, comparing the photon and
jet energies, the jet energy scale can be obtained. The photon + jet calibration is
part of the last level of jet energy corrections (L2L3Residual JEC ). At this point
the jets in the MC simulation are fully calibrated, while the jets in data have to be
corrected to match the same jet energy scale of MC.

A.1 Datasets and triggers
The jet energy calibration is based on the entire 2016 dataset which consists in 36
fb−1 of data collected by CMS experiment in 2016 at

√
s = 13 TeV. Due to the

different detector conditions the dataset is split in four periods for which different
JEC are derived. The datasets used, with corresponding integrated luminosities
collected in 2016 are listed in A.1.

Signal events are stored in the SinglePhoton dataset after having passed one
of the SinglePhoton triggers. These triggers require the presence of an energy de-
posit in ECAL, with requirements on transverse momentum and other identification
variables. In detail, the variables used for photon identification in the trigger are:

• R9: The ratio between the energy contained in a 3×3 crystals matrix around
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Datasets Integrated luminosity (fb−1)
First period

SinglePhoton Run2016B ∼ 5.8
SinglePhoton Run2016C ∼ 2.6
SinglePhoton Run2016D ∼ 4.3

B + C + D ∼ 12.7
Second period

SinglePhoton Run2016E ∼ 4.0
SinglePhoton Run2016F ∼ 2.7 (run < 278802)

E + Early F ∼ 6.7
Third period

SinglePhoton Run2016F ∼ 0.4 (run > 278802)
SinglePhoton Run2016G ∼ 7.6

Late F + G ∼ 8.0
Fourth period

SinglePhoton Run2016H ∼ 8.8
Table A.1. 2016 data taking divided in the four different periods and the corresponding

integrated luminosity.

the most energetic crystal and the energy of the whole photon supercluster.
This variable makes a good separation between unconverted photons (energy
not spread in tracker) and converted photons (energy spread by magnetic field
before reaching ECAL);

• H/E: the ratio between the energy in HCAL geometrically close to the photon,
divided by the energy deposit in ECAL associated to the photon candidate.
For a true photon this variable is close to zero, since most of the energy is
deposited in the ECAL calorimeter;

• Isolation (Charged/Neutral/Electromagnetic): The scalar sum of the energy
of the Charged/Neutral/Electromagnetic PF Candidates inside a cone of ra-
dius 0.4 around the photon candidate (excluding its energy). For a clean γ+jet
event it is close to zero.

The triggers used with their definition and the photon pT range in which are
required are listed in Table A.2.

The analysis makes use of a MC sample generated with PYTHIA 8 and CUETP8M1
tune, including the simulation of the LHC operational conditions, reported in Ta-
ble A.3.
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Trigger Name Online selection photon pT range [GeV]
HLT_Photon30_R9Id90_HE10_IsoM pT > 30; H/E < 0.1 40-60

R9 > 0.9; Iso < 10GeV
HLT_Photon50_R9Id90_HE10_IsoM pT > 50; H/E < 0.1 60-85

R9 > 0.9; Iso < 10GeV
HLT_Photon75_R9Id90_HE10_IsoM pT > 75; H/E < 0.1 85-105

R9 > 0.9; Iso < 10GeV
HLT_Photon90_R9Id90_HE10_IsoM pT > 90; H/E < 0.1 105-130

R9 > 0.9; Iso < 10GeV
HLT_Photon120_R9Id90_HE10_IsoM pT > 120; H/E < 0.1 130-175

R9 > 0.9; Iso < 10GeV
HLT_Photon165_R9Id90_HE10_IsoM pT > 165; H/E < 0.1 > 175

R9 > 0.9; Iso < 10GeV
Table A.2. Triggers used in the γ+jet analysis with their definition and the corresponding

photon pT range in which they are used.

Dataset Cross section (pb)
/GJet_Pt-15To6000_TuneCUETP8M1-Flat_13TeV_pythia8_20M 365896

Table A.3. MC sample used in the analysis with the corresponding cross section.

A.2 Event selection
The event reconstruction is performed using the Particle Flow algorithms that re-
constructs all the particles in an event and identifies them as muons, electrons,
photons, charged and neutral hadrons. The hadrons are then merged together with
the anti-kT algorithm with cone ∆R=0.4 (PF ak4 jets), as for the jets used in the
high-mass dijet analysis.

The γ+jet process can be produced from the Feynman diagram reported in
Figure A.1.

Appendix A

Analysis of γ + jets events for
jet calibration

The measurement of the jet energy scale at CMS is done with the combination of
different methods. The most important one, especially at the very beginning of
LHC Run 2, when a small dataset is available, makes use of the events with one
isolated photon and one jet back-to-back in the transverse plane. In this appendix
we present the analysis of photon plus jet events used to calculate the scale of jet
energy in data. The development of this technique in CMS started at the beginning
of run 1 and is described in this thesis [81] and in this paper [64] based on 7 TeV
results.

The results shown here are obtained for Particle flow jets clustered with the
anti-kT algorithm with cone ∆R=0.4 (PF ak4 jets), that are the ones used in the
dijet search analysis, and a dataset of 1.3 fb−1 collected in 2015 at

√
s = 13 TeV.

The dominant production diagrams of the γ + jet final state at a proton-proton
collider are shown in Fig. A.1.

g

q photon

jet

q photon

jetq

Figure A.1. Dominant photon+jet production diagrams at a proton-proton collider.

At leading order, in these events the photon and jet are balanced in the trans-
verse plane, hence the precision with which the photon is measured in the ECAL
can be exploited to infer the true jet energy momentum.

A.1 Dataset and trigger

The results shown in this appendix for the γ+jets analysis makes use of a dataset
of 1.3 fb−1 collected in 25 ns LHC bunch spacing configuration. This sample is the

109

Figure A.1. Dominant photon + jet production diagrams.

Its main background is represented by QCD events in which a jet is misidentified
as a photon. In order to keep this background at reasonably low level, a stringent
photon identification is required. This analysis makes use of CMS cut-based photon
identification for 2016 data, using the tightest working point with an efficiency of
71% and a background rejection of about 89%. Furthermore the photon, after
having passed the trigger selection described in the previous section, have to pass
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an offline selection based on the variables explained in the previous section and on
the following additional variables:

• σiηiη : the spatial second order moment of the photon candidate in the η
direction, computed as

σiηiη =

√√√√∑i∈5×5 (ηi − η̄)2wi∑
i∈5×5wi

, wi = max (0, 4.7 + log(Ei/E5×5)) (A.1)

• "Conversion safe" electron veto which removes the photon candidate if its su-
percluster is matched to an electron track with no missing hits in the innermost
tracker layers.

The final photon selection applied is reported in Table A.4.

Variable Cut
H/E < 0.05
σiηiη < 0.01

charged hadron iso < 0.76
neutral hadron iso < 0.97 + 0.014 · pT + 0.000019 · p2

T

electromagnetic iso < 0.08 + 0.0053 · pT
conv. safe electron veto yes

R9 > 0.90
Table A.4. Selection applied to the photon.

In addition to these requirements, only photons in the pseudorapidity region of
|η| < 1.3 are considered since they have the best energy measurement in this region.
The photon is also required outside the jet cone requiring ∆R(jet, γ) > Rcone, where
Rcone is 0.4 in the case of ak4 jets and ∆R is the geometrical distance defined as√

(∆η)2 + (∆φ)2.
The jets are identified applying the CMS cut-based jet identification for 2016

data, using the loosest working point. It is based on the same variables used for
the jet identification in the high-mass dijet analysis, reported in Section 4.5. The
selection is applied on the jets with pT > 15 GeV and it is reported in Table A.5.

The jets are corrected with the first levels of correction up to the L2Residual JEC
and these corrections are propagated to the missing transverse energy calculation
that will be used in a jet energy response definition.

Besides the mentioned requirements concerning the object’s attributes, two fur-
ther criteria related to the event topology are crucial for this analysis:

• event balancing in the transverse plane: ∆φ(j1, γ) > 2.8, being ∆φ(j1, γ) the
angle in the transverse plane between the leading jet and the photon;

• fraction of the transverse momentum of the subleading jet with respect to the
photon α< 0.3, with α = pT (j2)/pT (γ) (see Section A.3.3).



A.3 Jet energy response measurement 89

Variable Cut
For |η(jet)| ≤ 2.7:
NHF < 0.99
NEF < 0.99

# of constituents > 1
and in addition for |η(jet)| ≤ 2.4:

CHF > 0
CEF < 0.99

Charged multiplicity > 0
For 2.7 < |η(jet)| ≤ 3.0:

NEF <0.90
# of neutral particles > 2

For |η(jet)| > 3.0:
NEF <0.90

# of neutral particles > 10
Table A.5. The requirements of the "Loose" Jet ID applied on the γ+jet analysis.

A.3 Jet energy response measurement
Two methods can be used to quantify the jet energy response: one is based on the
transverse momentum balancing, while the other is the missing transverse energy
projection fraction (MPF) method. In both cases the jet energy response is calcu-
lated in bins of pT (γ) and η(j1), where j1 is the leading jet, which are reported in
Table A.6.

In the next sections both the methods are illustrated showing the results for the
central region of the detector as an example.

|η(j1)| bins
<1.3 1.3-2.0 2.0-2.5 2.5-3.0 3.0-3.2 3.2-5.2

pT (γ) bins
40-50 50-60 60-85 85-105 105-130 130-175 175-230
230-300 300-400 400-500 500-700 700-1000 >1000

Table A.6. Bins in pT (γ) and η(j1) in which the jet energy responses are calculated.

A.3.1 Transverse momentum balancing
In γ+jet events, the photon and the jet are back-to-back in the transverse plane and
the transverse momenta are balanced. It is therefore possible defined the jet energy
response exploiting this balancing. In this first definition the jet energy response
(RBal) is defined as the ratio between the transverse momentum of the leading jet
(j1) and the transverse momentum of the photon:

RBal = pj1T
pγT

(A.2)
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The mean of this distribution in each pT and |η| bin is taken as jet energy
response in that bin.

A.3.2 Missing energy projection fraction
The missing energy projection fraction (MPF ) is an alternative method that uses
the missing transverse energy ( ~EmissT ) instead of the jet transverse momentum. In
an ideal case, in the γ+jet topology, the transverse momentum of the photon is
perfectly balanced by a hadronic recoil supposed to originate from the outgoing
parton of the hard process:

~pT
γ + ~pT

recoil = 0 (A.3)
On the detector level (reco) instead, these transverse momenta are scaled by the

detector responses Rγ and Rrecoil of the respective quantity:

preco γT = Rγ · pγT
preco recoilT = Rrecoil · precoilT

(A.4)

Deviations of the detector responses from one lead therefore to some recon-
structed missing energy:

~pT
reco γ + ~pT

reco γ = − ~ET
miss (A.5)

that can be written, substituting Equation A.4 in Equation A.5, as:

Rγ ~pT
γ +Rrecoil ~pT

recoil = − ~ET
miss (A.6)

Multiplying both sides of Equation A.6 by ~pT
γ

|pγT |2
and substituting ~pT

recoil with
Equation A.3, the definition of RMPF is obtained as:

RMPF ≡ Rrecoil = 1 +
~ET
miss · ~pT γ
|pγT |2

(A.7)

where it has been assumed a response for the photon equal to 1 (Rγ = 1) since
the excellent photon reconstruction.

In Figure A.2 is reported an example of the jet energy response distribution
using the two different methods in the bin |η| < 1.3, 105 < pT < 130 and for the
last data-taking period.

A.3.3 Extrapolation
The jet energy response is well defined when only one jet is present in the event,
exactly back-to-back with respect to the photon. However if the recoiling parton
radiates a gluon by final state radiation some of the energy could not be contained
in the leading jet cone, generating an additional jet in the event. A sketch of a γ+jet
event with a second jet caused by the radiation of a gluon is shown in Figure A.3.

To mitigate the effect of FSR the results have to be extrapolated to the ideal
event topology with one photon and only one jet. For this purpose, the variable α
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Figure A.2. The jet energy response using the pT balancing response (left) and the MPF
method (right) for the photon pT range 105-130 GeV and |η| <1.3.
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measurement. The second ratio, on the other hand, pgenJet
T

pγT
, is a measure of the

imbalance at generator level between the photon and the leading jet. It depends
on the amount of additional event activity, and on the efficiency of the chosen jet
algorithm. We will call it generically imbalance.

Imbalance is the main source of bias in estimating the jet energy scale with
photon+jet balancing. In order to reduce its effects a requirement on the transverse
momentum of the subleading jet is introduced. We define α as the ratio between
the transverse momentum of the second leading jet to the photon’s one.

α ≡ pj2T /p
γ
T (A.3)

This variable is required to be less than a threshold, that is set to α < 0.3.
The requirement on the second jet pT does not eliminate completely the bias. In

order to correct this effect a more sophisticated approach is needed: the jet response
has to be extrapolated to the ideal event topology with one photon and only one
jet.

A sketch of a γ+jets event with a second jet caused by the radiation of a gluon
is shown in Fig. A.3.

Leading
parton

2nd parton

Leading 
jet  

photon

2nd jet  

CMS

Figure A.3. Schematic view of a γ+jet event in the transverse plane. The second jet from
ISR/FSR causes an “imbalance” between the leading jet and photon pT .Figure A.3. Schematic view of a γ+jet event in the transverse plane. The second jet from

ISR/FSR causes an imbalance between the leading jet and photon pT .
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is defined as the ratio between the transverse momentum of the second leading jet
to the photon’s one:

α ≡ pj2T
pγT

(A.8)

This variable takes into account the secondary activity in the event, in fact, in
the ideal case with no secondary activity (pj2T = 0), α will be 0. A cut on this
variable is imposed at 0.3, as reported in section A.2, in order to select events with
low additional activity. The jet energy response is therefore calculated in bins of α,
from 0.03 to 0.3 by step of 0.03, and the response is extrapolated to α→ 0 for each
photon pT and jet η bin of the analysis. In Figure A.4 is reported the response (for
both methods) as a function of α in a particular (η, pT ) bin.

(13 TeV)8.8 fb-1 8.8 fb-1 (13 TeV)

Figure A.4. Jet energy response using the pT balancing method (left) and MPF method
(right) are shown as a function of α and extrapolated to α→ 0 for the photon pT range
230-300 GeV and |η| < 1.3.

A.4 Results
As described in Section A.3, the pT balancing and MPF methods are used to esti-
mate the jet response. The means of the jet balancing and MPF distributions for
data and for MC (see Figure A.2) in each pT (γ) and η(j1) bin represent the jet
energy responses, RBal and RMPF , for that bin.

In figure A.5 these responses as a function of the pT are reported for both
methods. The jet energy responses are reported as an example for the first η bin
and before the extrapolation to zero secondary activity.

After the extrapolation to α→ 0, performed as explained in Section A.3.3, the
extrapolated jet energy responses as a function of the photon pT in the first η bin
are reported in Figure A.6.

The L3Residual jet energy corrections needed to cure the difference between
data and MC as a function of the pT are calculated as the ratio between the jet
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Figure A.5. Jet energy response calculated using the pT -balancing method (left) and the
MPF method (right) as a function of photon pT in the region |η| < 1.3 and before the
extrapolation.

 re
sp

on
se

T
Je

t p

0.7

0.8

0.9

1

1.1

1.2

1.3

 1.3≤| η  |

 Balance extrap. (data)
T

p

 Balance extrap. (MC)
T

p

 0.4 PFJetsCHSTanti-k

2000100050 100 200 300

D
at

a 
/ M

C

0.9
0.95

1
1.05

1.1  0.0020±Fit: 1.0133 

(γ) [GeV]
T

p

8.8 fb-1 (13 TeV)

 r
es

po
ns

e
T

Je
t p

0.7

0.8

0.9

1

1.1

1.2

1.3

 1.3≤| η  |

MPF extrap. (data)

MPF extrap. (MC)

 0.4 PFJetsCHSTanti-k

2000100050 100 200 300

D
at

a 
/ M

C

0.9

0.95

1

1.05

1.1  0.0018±Fit: 1.0041 

(γ) [GeV]
T

p

8.8 fb-1 (13 TeV)

Figure A.6. Jet energy response calculated using the pT -balancing method (left) and the
MPF method (right) as a function of photon pT in the region |η| < 1.3 and after the
extrapolation to α→ 0.



94 A. Jet energy calibration using γ + jet events

energy response in data and in MC using the two methods described. The results
from the γ+jet analysis are combined with the results from Z+jet analysis and
Multijets analysis as explained in detail in Section 3.3.
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Appendix B

Closure test for the
HLT-to-RECO JEC

The differences in the jet reconstruction between the online and the offline jets
lead to differences in the jet energy. The HLT-to-RECO corrections described in
Section 3.3.4 are applied on the HLT CaloJets employed in the low-mass analysis
to cure these differences. In this section we want to check the level of agreement
between HLT CaloJets and RECO PFJets after having applied these corrections.
The test is performed applying the HLT-to-RECO corrections to the HLT CaloJets
and comparing the HLT dijet mass with the one calculated with the RECO PFJets.
Using the same dataset used to compute the corrections, in which both online and
offline objects are saved, we calculate the ratio between the dijet invariant mass
from the corrected HLT CaloJets and the one from the RECO PFJets:

R =
mcorr
jj,HLT

mjj,RECO
(B.1)

This ratio is studied as a function of the dijet invariant mass chosen randomly
between HLT Calo and RECO PF in order to reduce the effect due to the different
energy resolutions. The results of this test is reported in Figure B.1 in which it
can be observed that the mean of the ratio, reported in black markers, is flat and
around 1 for the whole dijet mass range.
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Figure B.1. The ratio between the invariant mass from the HLT CaloJets and the RECO
PFJets as a function of mjj randomly chosen between HLT or RECO. The colored
scale on z-axis represents the number of events, while the average response of HLT jets
relative to RECO jets is shown in black. It is within 1% of unity and not dependent on
the mass.



97

Appendix C

Fisher test for the low-mass
analysis

In this section a study on the choice of the function for the dijet invariant mass
fit for the low-mass analysis is reported. It is performed using 4 different function
families, and for each family a different number of parameters are used. The different
functions used are reported in Table C.1 where x = mjj√

s
.

Standard Dijet Family
4 Par dσ

dmjj
= p0(1−x)p1

xp2+p3log(x)

5 Par dσ
dmjj

= p0(1−x)p1

xp2+p3log(x)+p4log2(x)

6 Par dσ
dmjj

= p0(1−x)p1

xp2+p3log(x)+p4log2(x)+p5log3(x)

Polynomial extension Family
5 Par dσ

dmjj
= p0(1−x)p1 (1+p4x)

xp2+p3log(x)

6 Par dσ
dmjj

= p0(1−x)p1 (1+p4x+p5x2)
xp2+p3log(x)

7 Par dσ
dmjj

= p0(1−x)p1 (1+p4x+p5x2+p6x3)
xp2+p3log(x)

8 Par dσ
dmjj

= p0(1−x)p1 (1+p4x+p5x2+p6x3+p7x4)
xp2+p3log(x)

UA2/ATLAS Family
4 Par dσ

dmjj
= p0exp[−p2x−p3x2]

xp1

5 Par dσ
dmjj

= p0exp[−p2x−p3x2−p4x3]
xp1

6 Par dσ
dmjj

= p0exp[−p2x−p3x2−p4x3−p5x4]
xp1

7 Par dσ
dmjj

= p0exp[−p2x−p3x2−p4x3−p5x4−p6x5]
xp1

Modified Exponential Family
3 Par dσ

dmjj
= p0exp[p1xp2 ]

4 Par dσ
dmjj

= p0exp[p1xp2 + p1(1− x)p3 ]
5 Par dσ

dmjj
= p0exp[p1xp2 + p3(1− x)p4 ]

Table C.1. The different function families tested by the Fisher Test.
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The fits for the so-called Standard Dijet Family are reported in figure C.1, for the
Polynomial Extension family in figure C.2, for the UA2/ATLAS family in figure C.3,
and for the Modified Exponential Family in figure C.4.
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Figure C.1. Fit to the dijet mass spectrum (points) using the functions in the "Standard
Dijet Family": (Left) 4 parameters function; (Middle) 5 parameters function; (Right) 6
parameters function.
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Figure C.2. Fit to the dijet mass spectrum (points) using the functions in the "Polynomial
extension family": (Top left) 5 parameters function; (Top right) 6 parameters function;
(Bottom left) 7 parameters function; (Bottom right) 8 parameters function.
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Figure C.3. Fit to the dijet mass spectrum (points) using the functions in the
"UA2/ATLAS family": (Top left) 4 parameters function; (Top right) 5 parameters
function; (Bottom left) 6 parameters function; (Bottom right) 7 parameters function.
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Figure C.4. Fit to the dijet mass spectrum (points) using the functions in the "Modified
Exponential Family": (Left) 3 parameters function; (Middle) 4 parameters function;
(Right) 5 parameters function.
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In order to derive how many free parameters are effectively needed in the fit
function a Fisher Test [46] can be performed. The procedure is described below.

• Given two models (for example f1 and f2), the F-value is given by:

F21 =
RSS1−RSS2

n2−n1
RSS2
N−n2

where N is the number of data points, n1 and n2 are the number of parameters
for the models f1 and f2 (with n2 > n1), RSSi is the residual sum of squares
of model i:

∑
bins

(databin − fitbin)2 (C.1)

skipping bins with 0 entries and fitbin is calculated integrating the function
over the bin range and dividing by the bin width.

• Under the null hypothesis that model 2 does not provide a significantly better
fit than model 1, the F variable will have an F-distribution with (n2 − n1,
N − n2) degrees of freedom. The observed confidence level CL21 can be
defined as:

CL21 = 1−
∫ F21

−inf
F − distribution(n2 − n1, N − n2)

• The null hypothesis is rejected if CL21 is smaller than the desired probability
α (set to 0.05).

The F-values for each family are reported in Table C.2 comparing the function
with n parameters with the one with n+ 1 parameters. As it can be observed from
this table the best functions for the background parameterization are:

• the 5 parameters function for the Standard Dijet Family;

• the 7 parameters function for the Polynomial Extension Family;

• the 6 parameters function for the UA2/ATLAS Family;

• the 5 parameters function for the Modified Exponential Family;

This study justifies the choice to use the 5 parameters function from the Stan-
dard Dijet Family.
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F-value CL
Standard Dijet Family

4Par-5Par 21.2 0.0002
5Par-6Par 0.24 0.62
Polynomial extension Family
5Par-6Par 4.1 0.057
6Par-7Par 13.49 0.001
7Par-8Par -5.94 nan

UA2/ATLAS Family
4Par-5Par 113.7 0
5Par-6Par 6.87 0.016
6Par-7Par 3.56 0.07
Modified Exponential Family
3Par-4Par 3560 0
4Par-5Par 8.8 0.008

Table C.2. The F-value and the corresponding confidence level from the comparison
between the function with n parameters with the one with n + 1 parameters for each
family.
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