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Fundamental aspects of quantum mechanics, which were discussed
only theoretically as ‘‘thought experiments’’ in the 1920s and
1930s, have begun to frequently show up in nanoscopic regions
owing to recent rapid progress in advanced technologies. Quan-
tum phenomena were once regarded as the ultimate factors
limiting further miniaturization trends of microstructured elec-
tronic devices, but now they have begun to be actively used as the
principles for new devices such as quantum computers. To directly
observe what had been unobservable quantum phenomena, we
have tried to develop bright and monochromatic electron beams
for the last 35 years. Every time the brightness of an electron beam
improved, fundamental experiments in quantum mechanics be-
came possible, and quantum phenomena became observable by
using the wave nature of electrons.

electron microscopy � phase information � quantum mechanics

Quantum mechanics, which was born as a law describing the
behavior of electrons inside atoms, now provides the basis

for nearly all physical theories. However, despite the great
success of quantum mechanics, it is undeniable that some
phenomena still remain in the very foundation of quantum
mechanics that are far beyond our conventional viewpoints.
Quantum mechanics has explained many of the microscopic
mechanisms of not only natural phenomena but also electronic
devices in fields seeking practical applications and thus has
helped open up semiconductor and other industries. Further-
more, technological developments since the 1980s have made it
possible to experimentally test the fundamentals of quantum
mechanics, and all of the results obtained thus far have agreed
well with quantum mechanics. Quantum phenomena are thus
attracting attention in applications from two sides: as obstacles
to the further improvement of the performances of devices and
as pathfinders for future devices.

With the aim of directly observing such quantum phenomena,
electron microscopes equipped with field-emission guns that
produce ever more coherent electron beams have been devel-
oped (1) so that we may precisely measure not only the intensity
but also the phase of the transmitted electrons.

In this article, I present the results of the observations of my
colleagues and I on the fundamentals of quantum mechanics
after briefly reviewing the development of the coherent electron
beams. I then describe the direct observation of the behaviors of
quantum objects such as quantized vortices in superconductors
by using the wave nature of electrons.

Developments of Coherent Electron Beams
As the coherence of an electron beam increases, it becomes
possible to observe the wave properties of electrons in more
macroscopic regions. The coherence of an electron beam can be
characterized by its temporal coherence and spatial coherence
(1), which increase as the beam becomes more monochromatic
and more collimated, respectively. An electron of the beam is
represented by a wave packet extended in the propagation

direction by the temporal-coherence length and in a plane
perpendicular to the propagation direction by the spatial-
coherence length. It can be considered that interference takes
place within this packet when parts of this packet overlap after
they travel along different paths. However, because only a single
electron is detected in the single event the interference pattern
can be observed when similar events are accumulated.

An electron beam can be arbitrarily monochromatized for a
long temporal-coherence length by passing it through an energy
filter. It can also be collimated for a long spatial-coherence
length, for example, by passing it through small pinholes along
the beam direction. After such filtering, however, the current
density is reduced significantly.

Because the beam brightness, i.e., the current density per unit
of solid angle, cannot be increased by electron-optical means but
is conserved by the Liouville theorem, we have to use a bright
electron beam emitted by mechanisms different from conven-
tional thermal emission. A field-emission electron gun can yield
a beam several times narrower in energy spread and a few orders
of magnitude greater in brightness than a thermal emission gun.

We developed a 80-kV field-emission electron beam that was
brighter by two orders of magnitude (2), but we have since
developed ever brighter electron beams. Every time we obtained
brighter electron beams, new possibilities opened up (see Table
1). With a 250-kV microscope, we were able to measure a phase
shift as small as 1�100 of an electron wavelength (3) and to carry
out experiments on the Aharonov-Bohm (AB) effect (4). With
350-kV (5) and 1-MV microscopes (6), we observed in real time
the dynamics of quantized vortices in both metal and high-critical
temperature (Tc) superconductors (7, 8). The brightness of our
most recent 1-MV electron beam increased by four orders of
magnitude compared with that of the conventional 100-kV
thermal beam, and the number of biprism interference fringes
recordable on film increased from 300 to 11,000 (9).

Fundamental Experiments in Quantum Mechanics
New advanced technologies, such as coherent electron beams,
sensitive detectors, and lithography, have made it possible to
carry out fundamental experiments in quantum mechanics that
once belonged to the realm of ‘‘thought experiments.’’ I intro-
duce two examples of results on fundamental experiments in
quantum mechanics in the following.

Single-Electron Build-Up of an Interference Pattern
It was demonstrated that a two-beam interference experiment can
be done in which only one electron exists at a time in the
experimental apparatus and is detected one by one (10). Feynman
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et al. (11) remarked that such an experiment would be ‘‘impossible,
absolutely impossible to explain in any classical way, and has in it
the heart of quantum mechanics,’’ and they went on to say that it
‘‘has never been done in just this way, because the apparatus would
have to be made on an impossibly small scale.’’

However, such experiments can now be carried out with our
field-emission electron microscope (10). The microscope is
equipped with both an electron biprism and a 2D position-
sensitive electron-counting system (12) that detects individual
electrons with almost 100% detection efficiency and displays
their positions of arrivals as bright spots on the monitor (see Fig.
1). When the intensity of coherent electrons is high, a biprism
interference pattern is soon formed with the accumulated spots.

But what happens when the intensity becomes extremely low?
The bright spots signaling the electron arrivals appear to be
located at random here and there at first (Fig. 2 a and b). When
the number of detected electrons increases, however, the inter-
ference pattern is gradually revealed (Fig. 2 c–e). Even when the
electron arrival rate is as low as 10 electrons per s in the entire
field of view, so that at most only a single electron exists at a time
in the apparatus, the interference pattern forms, although it
takes an hour or so. The build-up process of an interference
pattern can be viewed in Movie 1, which is published as
supporting information on the PNAS web site.

Because the interference pattern is formed only when two
waves simultaneously pass through on both sides of the biprism
and overlap in the observation plane a single electron seems to
split into two. According to the standard interpretation of
quantum mechanics, even a single electron passes through both
sides of the biprism in the form of the wavefunction. The two
partial waves overlap to form a probability interference pattern
on the observation plane. When detected, the wavefunction
collapses into a single particle.

The observation results in Fig. 2 have been cited in many
physics textbooks (13–17), and the experiment was selected as
the first rank of the most beautiful experiments by Physics World
(18) along with the electron interference experiment by Jönsson

(19) in which actual fine two slits were used instead of the
biprism.

Strange phenomena in quantum mechanics predictions are
not limited to this double-slit experiment. Many other funda-
mental phenomena in quantum mechanics that contradict our
classical concept have been confirmed by using neutrons (20),
photons (21), and molecules (22).

The AB Effect
The apparently inexplicable behavior of electrons can also be
found in the interaction of an electron wave with electromagnetic
fields. The electric and magnetic fields are defined by the forces
exerted on a test particle having a unit charge. However,
Aharonov and Bohm (23) found cases where electrons can be
physically influenced, thus producing observable effects even
when they pass through only regions free of electromagnetic
fields and are not subjected to any forces.

The AB effect in the magnetic case is shown in Fig. 3. Electron
beams pass through on both sides of, and not through, an
infinitely long solenoid and are made to overlap on the lower
observation plane by the electron biprism. The interference
fringes are displaced proportionally to the magnetic f lux hidden
inside the solenoid. It seems as if electrons are influenced by the
nonlocal action of the magnetic f lux at a distance. Aharonov and
Bohm (23) proposed that ‘‘in quantum mechanics, the funda-
mental physical entities are the potentials.’’

The physical significance of vector potentials had been dis-
puted over the past 150 years (24), since the days of Maxwell. The
existence of the AB effect began to be questioned both theo-
retically (25) and experimentally (26), which led to the contro-
versy over its existence (27). Especially in the late 1970s, when
theories of gauge fields, where vector potentials were extended
to gauge fields and regarded as fundamental physical entities,
became the most probable candidate for unified theories of all
fundamental forces of nature, the AB effect received much
attention as experimental evidence that directly justified the
gauge principle (28).

My colleagues and I thought that the only way to settle the
seemingly endless controversy was to establish valid experimen-
tal results, so we carried out a series of experiments to do just
that.

In our experiments (4, 29), we used toroidal ferromagnets
instead of straight solenoids. An infinitely long solenoid is
experimentally unattainable, but an ideal geometry can be
achieved by using a finite system comprised of a ferromagnet
with completed magnetic circuit (30, 31). In our final experiment
(4), the ferromagnet was covered with a superconducting nio-
bium layer to remove any flux leakage and any overlap of
incident electrons with the magnetic fields.

Tiny complex samples were fabricated by using the most
advanced lithography techniques. An electron wave was incident
on a tiny toroidal sample, and the phase difference �� between

Table 1. History of developments of bright electron beams

Year Electron microscope
Brightness

(A�cm2�steradian) Application results

Maximum no. of
biprism fringes

recordable on film

1968 100-kVTEEM 1 � 106 Experimental feasibility of electron holography 300
1978 80-kV FEEM(2) 1 � 108 Direct observation of magnetic lines of force (40) 3,000 (2)
1982 250-kVFEEM 4 � 108 Conclusive experiments of AB effect (4)
1989 350-kVFEEM(5) 5 � 109 Dynamic observation of vortices in metal superconductors (7)
2000 1-MV FEEM(6) 2 � 1010 Observation of unusual behaviors of vortices in high-Tc

superconductors (8, 64, 65)
11,000 (9)

TEEM, thermal-emission electron microscope; FEEM, field-emission electron microscope.

Fig. 1. Two-beam interference experiment for electrons.
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two waves passing through the hole and outside of the toroid was
measured by interferograms.

We first confirmed within the phase precision of 2��10 that
no phase difference was produced for a superconducting toroid
without any magnet to eliminate the possibility that an electron
wave is influenced by a superconducting torus. We also tested
(32) and negated the possibility raised during the controversy

(33) that a minute toroidal magnetic f lux might be quantized
even without superconducting covering.

In our last experiment (4) concerning the AB effect using
toroidal magnets covered with superconductors, we measured
the �� of many samples that had various magnetic f lux values.
But the resultant phase difference was either 0 or � (modulo 2�).
The conclusion is now obvious. The photograph in Fig. 4
indicates that a phase shift of � is produced, which indicates that
the AB effect exists even when the magnetic fields are confined
within the superconductor and shielded from the electron wave.
When the magnetic f lux surrounded by a superconductor is
quantized to an odd number of h�2e, �� becomes � (modulo
2�). For an even number, �� is 0 (modulo 2�). Therefore, the
occurrence of flux quantization was used to confirm that the
niobium layer actually became superconductive, the supercon-
ductor completely surrounded the magnetic f lux, and the Meiss-
ner effect prevented any flux from leaking out.

The only experimental evidence that gauge fields actually
produce observable effects is the AB effect. In fact, Wu and
Yang (28) describe the relation between the AB effect and gauge
fields as follows.

The concept of an SU2 gauge field was first discussed in 1954
(34). In recent years, many theorists, perhaps a majority, believe
that SU2 gauge fields do exist. However, so far there is no
experimental proof of this theoretical idea, because conserva-
tion of isotopic spin only suggests, and does not require, the
existence of an isotopic spin gauge field. What kind of experi-
ment would be the definitive test of the existence of an isotopic
spin gauge field? A generalized AB experiment would be.

Although the AB effect in the SU2 gauge fields has not yet
been detected despite attempts (35), the existence of the AB

Fig. 2. Build-up of an electron interference pattern. Numbers of electrons
are 10 (a), 200 (b), 6,000 (c), 40,000 (d), and 140,000 (e).

Fig. 3. The AB effect. N, north pole; S, south pole.

Fig. 4. Photographic evidence for the AB effect.

14954 � www.pnas.org�cgi�doi�10.1073�pnas.0504720102 Tonomura



effect, or the reality of gauge fields, was conclusively confirmed
by electromagnetism.

In the Yang–Mills theory (34), gauge bosons have zero masses
caused by constraints of gauge invariance. Their interactions are
long range, and, therefore, the existent short-range forces cannot
be explained. Later, based on this gauge theory, Glashow (36),
Weinberg (37), and Salam (38) unified fundamental forces by
introducing spontaneous symmetry breaking, which was first
proposed by Nambu and Jona-Lasinio (39). The same process by
which a photon acquires a nonzero mass by symmetry breaking
occurs in more common superconductors, which can now be
observed with electrons, as will be described in the next section.
Above Tc electrons in a superconductor are random in phase and
gauge-invariant, whereas below Tc electrons form Cooper pairs
and their phases are locked coherently, thus breaking the
symmetry. This symmetry breaking results in a nonzero mass of
a photon or the short-range nature of electromagnetic force
inside a superconductor; that is, the magnetic field penetrates
superconductors only shallowly. No penetration of magnetic
fields into superconductors shows up as the Meissner effect and
quantized vortices.

Observation of Quantum Objects
The microscopic distributions of magnetic fields have been
quantitatively observed as phase contours in interference mi-
crographs by using the AB effect principle. Interferograms,
where phase shifts are represented as displacements of regular
interference fringes, are directly observed with the electron
biprism, but contour maps of phase shifts can be obtained
through the electron holography process (40, 41), because there
are no convenient Mach–Zehnder-type interferometers in elec-
tron optics: an electron hologram is formed in the electron
microscope and the contour map is obtained in the optical
reconstruction stage of holography with a Mach–Zehnder-type
interferometer.

The phase contours in an interference micrograph of a
magnetic object directly indicate magnetic lines of force in h�e
f lux units. When one looks at an example of a ferromagnetic fine
particle (see Fig. 5), one may tend to think that some deep truth
in nature may be hidden in this interaction, because the micro-
graph can be interpreted in such a straightforward way. Narrow
fringes parallel to the edges indicate thickness contours. The
circular fringes in the inner region directly indicate magnetic
lines of force in h�(2e) f lux units, because the thickness is
uniform there. The reason the flux unit is h�(2e) and not h�e
comes from the doubly amplified interference micrograph. This
observation principle is the same as that of the superconducting
flux meter, SQUID, except for the measurement flux unit. Using
this method, the following observations became possible.

Quantized Magnetic Fluxes Leaking Out from Superconductors
Quantized vortices penetrating a superconductor play an impor-
tant role in both the fundamental and practical applications of
superconductivity. The tiny vortices play a crucial role when
superconductors are put to practical use as dissipation-free
electrical conductors, because they are moved by the Lorentz
force caused by the current generating heat, thus eventually
destroying the superconducting state. To obtain a dissipation-
free current, we have to fix or pin down the vortices by material
defects.

Vortices in superconductors were predicted to exist by Abri-
kosov (42) and were first observed by the Bitter technique (43)
and more recently with other techniques (44–47). Using our
method (48), we first attempted to directly observe magnetic
lines of force of vortices leaking outside from a superconductor
surface.

A magnetic field of a few G was applied perpendicular to a thin
film of lead prepared by evaporating lead onto one side of a wire.
An electron beam was incident parallel to the surfaces of films
0.2 or 1.0 �m thick, and the magnetic lines produced from the
film surfaces were observed as interference micrographs (Fig. 6).
The uniform magnetic lines penetrating the superconductor
above Tc became localized in the form of thin vortex lines when
T decreased below Tc. Because these micrographs are phase-
amplified by a factor of 2, a magnetic f lux of h�(2e) f lows
between two neighboring contours. A magnetic line from a single
quantized vortex can be seen in the right side of the micrograph
in Fig. 6a. The magnetic line is produced from an extremely small
area of the film surface and spreads out into free space. Because
a photon acquires a nonzero mass inside superconductors caused
by symmetry breaking below Tc, a magnetic field can penetrate
into superconductors only for a short distance, thus forming
localized thin filaments of magnetic f luxes as quantized vortices.

We also observed a pair of vortices oriented in opposite
directions and connected by the magnetic lines (Fig. 6a Left).
One possible reason for the pair’s creation is that during the
cooling process the film was in a state in which the vortex pair
appeared and disappeared repeatedly because of thermal exci-
tations. This phenomenon, which was predicted by the Koster-
litz–Thouless theory (49, 50), is peculiar to 2D systems. In our
experiments, an antiparallel pair of vortices may have been
produced during the cooling process, pinned by some imperfec-
tions in the superconductor, and eventually frozen.

What happens in a thicker film? Fig. 6b shows that the state
of the magnetic lines is completely changed; magnetic f lux
penetrates the superconductor in bundles. No vortex pairs are
seen.

Because lead is a type-I superconductor, a magnetic field
penetrates some parts of the specimen where superconductivity

Fig. 5. Cobalt fine particle. (a) Schematic diagram. (b) Interference micro-
graph.

Fig. 6. Interference micrographs of magnetic lines of force penetrating thin
films of lead (phase amplification: �2). (a) Film thickness is 0.2 �m. (b) Film
thickness is 1.0 �m. B indicates the applied magnetic field.
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is destroyed (‘‘intermediate state’’). A superconducting lead film
�0.5 �m thick is an exception. It behaves like a type-II super-
conductor, and the flux penetrates the superconductor in the
form of individual vortices.

Quantization Process of Magnetic Flux
We then attempted to observe the flux quantization process
directly by using toroidal ferromagnets covered with supercon-
ductors, when T decreases below Tc. C. N. Yang (31) advised us
to carry out such experiments in his remarks after my talk on the
AB effect at the Second International Symposium on Founda-
tions of Quantum Mechanics. Yang wondered whether we could
take a series of holograms as the temperature is lowered like
Fairbank and his collaborators (51) did in their experiment of
1961. This, he surmised, would allow us to see whether flux is
expelled or sucked in as the Nb becomes superconducting.

The magnetic f lux enclosed in the covering superconductor
must increase or decrease to take the nearest quantized values.
We directly observed this process by electron interferometry.
The interferograms of a toroidal ferromagnet at various tem-
peratures are shown in Fig. 7. At 300 K, the displacement of the
interference fringes is 0.25 fringe spacing. When T is decreased
to 15 K, the fringe displacement increases to a 0.4 fringe spacing
because of the increase (�5%) in magnetization in the permal-
loy. When T is further decreased and crosses Tc (� 9.2 K), the
displacement suddenly becomes a 0.5 fringe spacing, that is,
the gauge symmetry of the magnetic field is broken, and the
supercurrent is induced to circulate around the ferromagnet so
that the phase of the Cooper-pair wave may remain coherent,
thus making the total magnetic f lux quantized.

Therefore, the phase shift is either 0 or � depending on
whether the number of flux quanta in the torus is even or odd.
We can conclude from the geometric measurement of cross
sections of permalloy ferromagnets that in the case of the present
sample the magnetic f lux of 8.5 (h�2e) at 300 K increases to 8.8

(h�2e) at 15 K and further increases to the nearest quantized flux
value of 9 (h�2e) at 5 K.

Another example shows that fringe displacement of a �0.1
fringe spacing at 300 K increases to 0.15 fringe spacing at 15 K
and then decreases to zero because of the supercurrent flowing
in the opposite direction. As these examples show, when T
crosses below Tc, the nearest quantized value is selected as the
quantized flux value. We can now directly look at flux quanti-
zation, the result of symmetry breaking, when T crosses below Tc.

Dynamic Observation of Vortices Inside Superconductors
Up to now we have observed hidden quantized magnetic f luxes
enclosed by covering superconductors as displacements of elec-
tron interference fringes outside of the superconductors and also
magnetic lines of vortices leaking out from superconductor
surfaces. To observe vortices inside superconductors and pin-
ning centers directly, we developed a method that uses the phase
of electrons transmitted through superconducting thin films. In
this method, magnetic lines of vortices inside superconductors
can also be observed by interference microscopy (52). When we
want to observe the dynamics of vortices, however, it is more
suitable to use out-of-focus imaging (7). The phase distribution
cannot be observed in the in-focus image, where only the
intensity distribution is observed. However, when the image is
defocused spatial changes in the phase distribution are trans-
formed into the corresponding changes in the intensity distri-
bution. This out-of-focus imaging method called ‘‘Lorentz mi-
croscopy’’ has been used for the observation of magnetic domain
structures in ferromagnetic thin films. Lorentz microscopy for
vortex observation has become feasible with a bright field-
emission electron beam, which enables highly collimated illumi-
nation of electrons onto the sample films, and thus opened a way
to directly observe the motion of vortices relative to pinning
centers in real time and microscopically investigate the pinning
and depinning mechanisms of vortices.

Fig. 7. Temperature dependence of interferograms of superconducting toroidal sample. (a) T � 300 K. (b) T � 15 K. (c) T � 5 K.
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The experimental arrangement is shown in Fig. 8. Electrons
passing through a tilted superconducting thin film are phase-
shifted by the magnetic fields of the vortices. A vortex can be
visualized as a spot consisting of a pair of bright and dark
contrast features.

Using this method, we observed in real time the motion of
vortices in Nb thin films under various conditions of the film
temperatures and the magnetic fields applied to the films. We
observed that the static configurations of vortices were various,
especially depending on the conditions of the distributions and
strengths of pinning centers, and that their motions also showed
a rich variety of plastic f lows where vortices moved at different
velocities in different parts (53). To cite concrete examples,
vortices usually form closely packed lattices without any pinning
centers and begin to flow as a whole in the lattice form when a
driving force is applied. Whereas with pinning centers, vortices
cannot form a single-crystalline lattice. When weak pinning
centers exist sparsely, defects in a vortex lattice such as dislo-
cations are often produced. In this case, vortices flow almost in
the form of a perfect lattice and the dislocations move across the
flow. When strong pinning centers exist, vortices form grains of
lattices with boundaries, because some vortices are strongly fixed
by the pinning centers. They begin to flow not in the form of a
perfect lattice but just like an intermittent river flows along the
domain boundaries.

Vortices behave in especially interesting manners when a
regular array of artificial point defects are formed in the films.
It is known that the critical current of such a superconductor has
peaks at specific values of the applied magnetic field. We
investigated the microscopic mechanism of this peak effect by
using a Nb thin film with a square array of point defects (54).

The resultant Lorentz micrographs are shown in Fig. 9. At the
‘‘matching’’ magnetic field H1 in Fig. 9b, all of the defects are
occupied by vortices without any vacancies, thus forming a
square lattice. The peak effect can be explained as follows: when
vortices form a regular and rigid lattice, even if a vortex is

depinned from one pinning site assisted by thermal excitation, it
cannot find any vacant site to move to. As a result, a bigger
driving force is needed for the depinning, because other sur-
rounding vortices also have to be moved.

Vortices form regular lattices at the matching magnetic field
and its integral multiples and their integral fractions, i.e., at H �
mH1�n (m, n: integers). Examples of the cases of H � 4 H1 and
H � (1�4)H1 are shown in Fig. 9 a and c.

The pinning force becomes stronger as a whole at specific
magnetic fields, while ‘‘excess’’ or ‘‘deficient’’ vortices produced
at magnetic fields different from the specific values can be
induced to hop by a weaker force, just like the ‘‘electrons’’ and
‘‘holes’’ in semiconductors.

The dynamics of the vortices in periodic pinning arrays is also
interesting. The vortices show quite different kinds of flow
depending on the values of H, such as individual hopping among
vacant interstitial sites when pinning sites are fully occupied but
interstitial sites are not fully occupied by vortices, and simulta-
neous movements along lines of interstitial sites when these
interstitial site are also fully occupied by vortices (see Movie 2,
which is published as supporting information on the PNAS web
site).

Especially impressive was the dynamic observation of the
vortex-pair annihilation that reminds us of the pair annihilation
of particles and antiparticles in accelerator experiments. We
found unexpectedly that antivortices were produced in common-
place processes, such as in magnetization measurements, and
had a great influence on vortex pinning (55).

For example, antivortices were produced in the following
process: when the magnetic field applied to a Nb thin film was
suddenly switched off 90% of the vortices left the film instantly
and 10% remained pinned at weak pinning centers in the film.
But the remaining 10% gradually left the film from its nearest
edge, hopping from one pinning center to another by thermal
excitation. When we applied the magnetic field in the opposite
direction and gradually increased it, the original vortices began
to leave the film faster. However, antivortices soon began to be
produced from the edge of the film and to hop in the opposite
direction, i.e., toward the inner region of the film. Where two
streams of vortices and antivortices collided head on, the anti-
parallel pairs at the heads of the two streams annihilated each
other one after another.

Fig. 10 shows two frames from Movie 3, which is published as
supporting information on the PNAS web site, one just before
the pair annihilation and the other just after. When these two
annihilated each other, the next vortex–antivortex pair ap-
proached by hopping and annihilated each other. Macroscopic
measurements provide no clues as to what is happening because
the total magnetic f lux in this field of view remains zero when
vortices and antivortices are equal in number.

Antivortices have a dramatic effect on vortex pinning in some
cases, for example, when strong pinning centers exist only locally
in a superconductor. In fact, when a magnetic field was applied

Fig. 8. Principle behind vortex observation, Lorentz microscopy. N, north
pole; S, south pole.

Fig. 9. Lorentz micrographs of the vortices in Nb thin film with a square array of point defects at magnetic fields. (a) H � 4 H1. (b) H � H1. (c) H � (1�4) H1.
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to a film to produce vortices and then decreased only the
unpinned vortices quickly left the film. Because vortices were
trapped only locally in a region where pinning centers existed
antivortices began to be produced in a region where no pinning
centers existed. The produced antivortices were attracted toward
the trapped vortices, and the vortex pairs disappeared by the
head-on collision. The annihilation of a trapped vortex and an
incoming antivortex is equivalent to the depinning of the trapped
vortex. It is thus clarified that vortices can easily be depinned
even from strong pinning centers by the pair annihilation
process.

A quantized vortex is an example of the topological defects
that appear in various areas in physics, such as cosmic strings in
the early universe, vortices in superfluid helium, and lattice
defects in liquid and solid crystals. The vivid dynamic scenes
showing various processes of the pair annihilation allow our
imagination its full play, making it possible, for example, to
envision how antimatter moves to annihilate matter in acceler-
ator experiments.

Our experiments can be regarded as model experiments in
other fields of physics just as the superfluid-helium experiments
proposed by Zurek (56) can be regarded as model experiments
of cosmic-string formation in the early universe. A growing

interest is focused on what happens when an electric current is
applied to such vortex pairs. Because they receive additional
Lorentz forces in opposite directions perpendicular to the cur-
rent, the pair will not be annihilated by a simple head-on
collision. Under appropriate conditions, the vortex and the
antivortex may begin to rotate around each other. Vortices are
strings and therefore such experiments may simulate a special
kind of collision between two opposite cosmic strings.

Winding Vortex Lines in High-Tc Superconductors
Vortices in high-Tc superconductors tend to wiggle because of
the anisotropic layered structures of materials and show inter-
esting behavior. To investigate the 3D arrangements of the
vortices inside the superconductors and their dynamic behaviors,
we developed a 1-MV field-emission electron microscope (6),
because we needed electron beams that could penetrate a film
thicker than the large magnetic radius (penetration depth) of
vortices in high-Tc superconductors.

We first investigated the static and dynamic behaviors of the
vortices at columnar defects. Once it became possible to distinguish
two different arrangements of vortices inside superconductors, a
vortex trapped along a tilted column and a vortex penetrating the
film perpendicularly, as two different images (8), we investigated
the different pinning behaviors of these two kinds of vortices under
various conditions. For example, when a driving force was applied,
only untrapped vortices soon began to move.

We also used this 1-MV electron microscope to solve the
mysterious arrangements of vortices peculiar to high-Tc super-
conductors. Vortices usually form a closely packed triangular
lattice. When the magnetic field is strongly tilted away from the
c axis, however, it was found by using the Bitter technique that
the vortices form arrays of linear chains, which are far from being
closely packed in case of YBaCu3O7.8 (YBCO) (57). Large free
spaces exist between chains. In the case of Bi-2212 (58, 59),
alternating domains of chains and triangular lattices are formed.
Although the chain state in YBCO has been theoretically
explained by the tilting of vortex lines within the framework of
the anisotropic London theory (60), no experimental evidence
was obtained for it. The chain-lattice state in Bi-2212 had long
been a topic of discussion.

Koshelev (61) proposed an interesting model for the chain-lattice
state in Bi-2212 that assumes two sets of vortices perpendicular to
each other: Josephson vortices penetrate between the layer planes
in the form of elliptical vortices, and pancake vortices (62) penetrate
the film perpendicularly to the layer plane. Vortices crossing the
Josephson vortices attract each other, thus forming chains (63). The
rest of the vortices form triangular lattices.

We used our method to determine whether vortex lines in the
chain states inside high-Tc superconductors are tilted. In the case
of YBaCu3O7.8, the conclusion is evident from the obtained

Fig. 11. Lorentz micrographs of vortices in a YBaCu3O7.8 film sample at tilted magnetic fields (T � 30 K). (a) � � 75°. (b) � � 82°. (c) � � 83°.

Fig. 10. Annihilation of antiparallel pair of vortices. (a) Before annihilation.
(b) After annihilation.
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Lorentz micrographs (64) in Fig. 11. These micrographs show
that as the tilting angle of the magnetic field increases the vortex
images become more elongated, indicating the tilting of vortex
lines and formation of linear chains. In the case of Bi-2212,
Lorentz microscopy observation showed that neither chain nor
lattice vortices tilted. Instead, both types stood perpendicular to
the layer plane (64), which supported the Koshelev model.

We also found unexpected results. Images of chain vortices
began to disappear at lower temperatures than Tc (65). We
interpret this phenomena to be caused by incommensurate chain
vortices oscillating along the chain direction caused by thermal
vibration of vortices.

Conclusion

Thanks to the recent development of advanced technologies,
experiments that were once regarded as thought experiments in
quantum mechanics can now be carried out. In addition, the
wave nature of electrons allows us to observe previously unob-
servable microscopic objects. Examples are the observation of
microscopic distribution of magnetic lines of force in h�e units
and the dynamics of quantized vortices in superconductors. This
measurement and observation technique is expected to play a
more important role in future research and development in
nanoscience and nanotechnology.
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