
Predictive distribution
Probability theory teaches us how to
include the uncertainty concerning µ:

f (x | I ) =
Z +∞

−∞

f (x |µ, I ) f (µ | I ) dµ .
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In particular, if σp = σf = σ, then

f (xf | xp,σp = σf = σ) =
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