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The universal scaling between the average slow relaxation/transport and the average picosecond rattling motion inside the cage of the first neighbors has been investigated by extensive molecular-dynamics simulations addressing the slow relaxation, the diffusivity, and the fast cage-dynamics of both components of an atomic binary mixture. States with different potential, density, and temperature are considered. It is found that if two states exhibit coinciding incoherent van Hove function on the picosecond timescale, the coincidence is observed at long times too, including the large-distance exponential decay—a signature of heterogeneous dynamics—observed when the relaxation is slow. A major result of the present study is that the correlation plot between the diffusivity of the two components of the binary mixtures and their respective reduced rattling amplitude collapse on the same master curve. This holds true also for the structural relaxation of the two components and the unique master curve coincides with the one of the average scaling. It is shown that the breakdown of the Stokes-Einstein law exhibited by the distinct atomic species of the mixture and the monomers of a chain in a polymer melt is predicted at the same reduced rattling amplitude. Finally, we evidence that the well-known temperature/density thermodynamic scaling of the transport and the relaxation of the mixture is still valid on the picosecond timescale of the rattling motion inside the cage. This provides a link between the fast dynamics and the thermodynamic scaling of the slow dynamics. © 2013 American Institute of Physics. [http://dx.doi.org/10.1063/1.4789943]

I. INTRODUCTION

Understanding the progressive solidification of a liquid to get to the amorphous glassy state is a major scientific challenge.1–4 On approaching the glass transition, particles are trapped by the cage of the first neighbors more effectively and the average escape time, i.e., the structural relaxation time $\tau_a$ increases from a few picoseconds up to thousands of seconds. The caged particles are not completely immobilized by the surroundings but they wiggle with mean-square amplitude $\langle u^2 \rangle$ on the picosecond time scale $t$.5 Henceforth, $\langle u^2 \rangle$ will be referred to as short-time mean-square displacement (ST-MSD). Despite the huge range of time scales older6 and recent theoretical7–13 studies addressed the underlying rattling process to understand the structural relaxation gaining support from numerical simulations evidencing the universal correlation between the structural relaxation time $\tau_a$ and $\langle u^2 \rangle$ were reported.32,33 The master curve is accounted for by the analytical form

$$\tau_a = \tau_0 \exp \left( \frac{\bar{a}^2}{2 \langle u^2 \rangle} + \frac{\sigma_{a^2}}{8 \langle u^2 \rangle^2} \right). \quad (1)$$

$\bar{a}^2$ and $\sigma_{a^2}$ are the average and the variance of the truncated gaussian distribution of the square displacements to overcome the energy barriers, respectively, with ratio (see the Appendix)

$$\frac{\sigma_{a^2}}{\bar{a}^2} = \Lambda = 2.015(1). \quad (2)$$

In order to compare Eq. (1) with the available experimental data one needs suitable reduced ST-MSD. To this aim, in Refs. 32 and 33, $\tau_a$ has been rescaled by its value $\tau_a(0)$ at the glass transition (defined as the state where $\eta = 10^{12}$ Pa s or alternatively the viscosity $\eta = 10^{12}$ Pa s). This recasts Eq. (1) in a universal form with only one adjustable parameter, i.e., the conversion factor $\tau_a(0)$ to convert $\tau_a$ in MD units to the corresponding quantity in actual time units (if viscosity data are used, the factor is named $\eta_a(0)$). The conversion factors little depend on the system (with the notable exception of $\text{B}_2\text{O}_3$).32–34

Actually, if the scaling is genuine, instead of $\langle u^2 \rangle^{1/2}$, any other choice of the characteristic length scale, say $\lambda$, to define
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1Electronic mail: dino.leporini@df.unipi.it.
the reduced ST-MSD $\langle \hat{u}^2 \rangle = \langle \vec{u}^2 \rangle / \lambda^2$ is acceptable and leads to a universal curve. A convenient choice for both the experimental and the numerical work is to set $\lambda = a^{1/2}$, a value which is readily drawn by fitting Eq. (1) to the unscaled data $\tau_a$ (or $\eta$) vs. $\langle \vec{u}^2 \rangle$ with Eq. (2) as constraint, and considering $\tau_{CF}$ or $\eta_{CF}$, as adjustable. The conversion factors little depend on the system (with the notable exception of B$_2$O$_3$).  

$$\tau_a = \tau_0 \exp \left( \frac{1}{2} \frac{1}{\langle \vec{u}^2 \rangle} + \frac{\Lambda^2}{8} \frac{1}{\langle \vec{u}^2 \rangle} \right)$$  

(3)

in terms of the reduced ST-MSD:

$$\langle \hat{u}^2 \rangle = \frac{\langle \vec{u}^2 \rangle}{\lambda^2}.$$  

(4)

All in all, the novel scaling procedure needs the adjustment of two parameters, $\lambda^2$ and $\tau_{CF}$ (or $\eta_{CF}$), whereas the original one sets $\lambda = \langle u^2 \rangle^{1/2}$ and adjusts $\tau_{CF}$ (or $\eta_{CF}$) only. The master curve Eq. (3) fits with the existing experimental data from supercooled liquids, polymers, ionic liquids, and metallic glasses over about eighteen decades of relaxation times and a very wide range of fragilities (Fig. 1). It is interesting to note that since $\langle u^2 \rangle$ is largely uncorrelated with the fragility, the same applies to $\lambda^2$ due to their close relation.  

In addition to the above systems, the scaling has been also evidenced in simulations of atomic liquids, antiplasticized polymers, and colloidal gels, the latter being very diluted systems. More recently, the influence of free volume and the proper time scales to observe the genuine fast dynamics have been considered as well as the breakdown of the Stokes-Einstein (SE) law, the relation with the elastic modulus, and the spatial extension of the involved particle displacements at short-times. Simmons et al. derived an expression of the master curve between $\tau_a$ and ST-MSD with three adjustable parameters accounting for the anisotropic nature of particle localization. The latter master curve is compared with Eq. (1) elsewhere. A related remark is given in Sec. IV C 4.

Equations (1) and (3) provide a vivid, easy-to-grasp way to convey the correlation between the picosecond and the ultraslow dynamics. However, more fundamental insight into the scaling is provided by the incoherent, or self part, of the van Hove function $G_i(r, t)$.

$$G_i(\vec{r}, t) = G_{ri}(\vec{r}, \tau_0) \times G_{ri}(\vec{r}, \tau_a)$$  

(5)

Equation (5) is by no means obvious and was shown to hold even in the presence of very strong dynamical heterogeneity where both diffusive and jump-like dynamics are observed in different spatial regions over times comparable with $\tau_a$. In this respect, Eq. (5) supports previous conclusions that the long-time dynamical heterogeneity is predicted by the fast heterogeneities.

Recently, some of the present authors considered physical states of a polymer melt with marked dynamical heterogeneity and fulfilling Eq. (5), i.e., with equal $\tau_a$. It was found that the particles belonging to the “fast” and the “slow” components of these states exhibit the same spatial correlation of the displacements of their surroundings within both $r$ and $\tau_a$. This is a first piece of evidence that the correlation between the fast and the slow dynamics is not only observed in terms of global averages but holds for specific dynamical subsets too. The present paper is motivated by pursuing a better understanding of this issue. To this aim, we consider the case of the atomic binary mixtures where the two components of atoms, say A and B, identify two distinct dynamical subsets in a natural way. It is known that atomic binary mixtures comply with the scaling between the average slow relaxation/transport and the average picosecond rattling motion inside the cage of the first neighbors.  

The paper is organized as follows. In Sec. II details about the numerical simulations are given. In Sec. III the quantities of interest are defined. The results are presented and discussed in Sec. IV and the main conclusions are summarized in Sec. V.
II. NUMERICAL METHODS

An 80:20 binary mixture of \( N_{\text{tot}} = 1000 \) particles is considered. The two species are labelled \( A \) and \( B \) and particles inter-act via the potential

\[
U_{q,p,a,b}(r) = \frac{\epsilon_{a,b}}{q} - \frac{\sigma_{a,b}}{q} \left[ p \left( \frac{\sigma_{a,b}^2}{r} \right)^q - q \left( \frac{\sigma_{a,b}^2}{r} \right)^p \right] + U_{\text{cut}},
\]

where \( \sigma_{a,b}^2 = 2^{1/6} \sigma_{a,b} \) is the position of the minimum of the potential with depth \( \epsilon_{a,b} \). The value of the constant \( U_{\text{cut}} \) is chosen to ensure \( U_{q,p,a,b}(r) = 0 \) at \( r \geq r_c = 2.5 \sigma \). The well height and the minimum of the potential depend on the interacting species, being \( \alpha, \beta \in A, B \) with \( \sigma_{AA} = 1.0, \sigma_{AB} = 0.8, \sigma_{BB} = 0.88, \epsilon_{AA} = 1.0, \epsilon_{AB} = 1.5, \epsilon_{BB} = 0.5, \) and \( m_A = m_B = 1 \). For a given pair \( (\alpha, \beta) \), changing the parameters \( p \) and \( q \) does not affect the position \( r = \sigma_{a,b}^2 \) or the depth \( \epsilon_{a,b} \) of the potential minimum but only the steepness of the repulsive and the attractive wings. Note that setting \( q = 12 \) and \( p = 6 \) in Eq. (6) and the above choices for \( \sigma_{a,b} \) and \( \epsilon_{a,b} \) reduces the model to the well-known Lennard-Jones Kob-Andersen model.\(^{48-50}\) Using argon units for the \( A \)-particles, i.e., \( \epsilon_{AA}/k_B = 119.8 \, \text{K}, \sigma_{AA} = 0.3405 \, \text{nm}, m_A = 6.6337 \times 10^{-26} \, \text{kg} \), the time unit is \( \tau_{MD} = (\sigma_{AA}^2 m_A/\epsilon_{AA})^{1/2} = 2.2 \, \text{ps} \).\(^{51}\) The system was equilibrated in the NVT ensemble and the production runs were carried out in the NVE ensemble (NVT: constant number of particles, volume and temperature; NVE: constant number of particles, volume and energy). NVT runs using a standard Nose method.\(^{52}\) The “velocity verlet” integration algorithm was used both in the NVE and NVT ensembles.\(^{53}\)

We investigate states with different number density \( \rho \), temperature \( T \), and interacting potential \( U_{q,p,a,b}(r) \), as specified by the \((p, q)\) pair. For clarity reasons, the details about the states, each denoted by the list \((\rho, T, p, q)\), are given in the captions of the figures.

III. VAN HOVE FUNCTION AND RELATED QUANTITIES

Our quantities of interest are strictly related to the self part of the van Hove function \( G_s(\mathbf{r}, t) \):\(^{43}\)

\[
G_s(\mathbf{r}, t) = \frac{1}{N} \left\langle \sum_{i=1}^{N} \delta(\mathbf{r} + \mathbf{r}_i(0) - \mathbf{r}_i(t)) \right\rangle,
\]

where \( \mathbf{r}_i(t) \) is the position of the \( i \)-th particle at time \( t \). In isotropic liquids the van Hove function depends on the modulus \( r \) of \( \mathbf{r} \). The moments of \( G_s(\mathbf{r}, t) \) are of interest

\[
\langle r^n(t) \rangle = 4\pi \int_0^\infty r^n G_s(\mathbf{r}, t) r^2 dr
\]

or alternatively

\[
\langle r^n(t) \rangle = \frac{1}{N} \sum_i \langle ||\mathbf{r}_i(t) - \mathbf{r}_i(0)||^n \rangle.
\]

For \( n = 2 \) one recovers the usual mean square displacement. In the ballistic regime \( \langle r^2(t) \rangle = 3k_B T m^2 t^2 \), whereas at very long times \( \langle r^2(t) \rangle = 6Dt \), where \( D \) is the diffusion coefficient.

The spatial Fourier transform of the self part of the van Hove function yields the self part of the intermediate scatter-
ing function (ISF):\(^{43}\)

\[
F_s(q, t) = \int G_s(\mathbf{r}, t) \exp(-i\mathbf{q} \cdot \mathbf{r}) \, dr
\]

which in an isotropic liquid depends only on the modulus of the wavevector \( q = ||\mathbf{q}|| \) and is expressed as

\[
F_s(q, t) = \frac{1}{N} \left\langle \sum_j e^{i\mathbf{q} \cdot (\mathbf{r}_j(t) - \mathbf{r}_j(0))} \right\rangle.
\]

ISF provides a convenient function to study the rearrange-
ments of the spatial structure of the fluid over the length scale \( \sim 2\pi/q \). We consider \( q \) values corresponding to the maxima of the static structure factors of each component, \( S_{AA} \) and \( S_{BB} \). For \( A \) particles, \( 2\pi/q_{max} \sim 0.86\sigma_{AA} \), i.e., we investigate the cage of one \( A \) particle due to, mostly, other \( A \) particles. For \( B \) particles, \( 2\pi/q_{max} \sim 0.75\sigma_{BB} \) is about the average BB inter-particle distance \( \tilde{r}_{BB} \sim 1.1\sigma_{AA} \). We define the structural relaxation times of the \( A \) and \( B \) components by the relation

\[
F_s(q, \tau_{\alpha}) = 1/e \quad \text{with} \quad i = A, B.
\]

![FIG. 2. Self-part of the Van Hove function of the A particles \( G_s(\mathbf{r}, t) \) (top) and \( G_s(\mathbf{r}, \tau_{\alpha}) \) (bottom) in selected states \((\rho, T, p, q)\) \( (p \) and \( q \) are the characteristic exponents of the potential Eq. \((6)) \). Note that states with identical \( G_s(\mathbf{r}, \tau_{\alpha}) \) have identical \( G_s(\mathbf{r}, t) \), Eq. \((5)) \). The same correlation has been noted in polymers.\(^{44}\) The clusters of states \((\rho, T, p, q)\) are: \( C_1 \) cluster: \((1.204,1.0,6,12), (1.204,0.5,5.8,12) \) with \( \tau_{\alpha} \approx 1.2 \); \( C_2 \) cluster: \((1.204,0.6,6,12), (1.125,0.425,6,12) \) with \( \tau_{\alpha} \approx 4.7 \); \( C_3 \) cluster: \((1.125,0.525,6,12), (1.063,0.45,6,12) \) with \( \tau_{\alpha} \approx 15 \); \( C_4 \) cluster: \((1.204,0.27,5,8) \); \( C_5 \) cluster: \((1.204,0.27,5,8) \); \( C_6 \) cluster: \((1.204,0.481,6,12) \). (Inset): tails of \( G_s(\mathbf{r}, \tau_{\alpha}) \) (top) and \( G_s(\mathbf{r}, \tau_{\alpha}) \) (bottom). Note the developing exponential decay at large distances on increasing \( \tau_{\alpha} \), a signature of dynamic heterogeneity.\(^{55}\) The exponential tail of \( G_s(\mathbf{r}, t) \) is observed at both short \( (t = t', \text{top panel}) \) and long \( (t = t', \text{bottom panel}) \) times.](https://jcp.aip.org/)
IV. RESULTS AND DISCUSSION

A. Relaxation and transport

Figure 2 shows that the incoherent van Hove function of the component A of the binary mixture fulfills Eq. (5), namely, if two states exhibit coinciding incoherent van Hove function on the picosecond timescale, the coincidence is observed at long times too. In particular, the coincidence is seen at large distances where the tails of both $G_s(r, r')$ and $G_s(r, r_{aA})$ decay exponentially in the case of slowly relaxing states (see inset of Fig. 2). The fact that the tails of the distributions exhibit exponential, rather than Gaussian, decay is considered a universal manifestation of the coexistence of slow and fast particles (dynamic heterogeneity).

From this respect, it is remarkable that the coincidence of the particle dynamics on the picosecond timescale ensures the coincidence of the van Hove function $G_s(r, r_{aA})$ at large distances too, thus suggesting that long-time dynamic heterogeneity is encoded at short times. The issue will be discussed in Secs. IV C 3 and IV C 4.

Figure 3 shows typical MSD and ISF curves of the A and B particles. At very short times (ballistic regime) MSD increases according to $4\pi q^2$ and $B$ particles. At very short times (ballistic regime) MSD increases according to $4\pi q^2$ and $B$ particles. At very short times (ballistic regime) MSD increases according to $4\pi q^2$ and $B$ particles.

The repeated collisions with the other particles slow the displacement of the tagged one. At later times a quasi-plateau region, also found in ISF, develops when the temperature is lowered and/or the density increased. This signals the increased stability of the structure on the length scale $2\pi/q_{\text{max}}$. For $t \gtrsim \tau_a$ the structure relaxes and the subsequent motion is diffusive, $\langle r^2(t) \rangle = 6Dt$ with $D$ the diffusion coefficient. A and $B$ particles exhibit distinct diffusion coefficients $D_A$ and $D_B$, respectively ($D_B > D_A$).

B. Heterogeneous dynamics

The states considered in Fig. 3 exhibit heterogeneous dynamics, i.e., a spatial distribution of mobility. The magnitude of the deviation from the homogeneous dynamics is usually quantified by the deviations from the Gaussian character of the displacement and is expressed by the non-Gaussian parameter,

$$\alpha_g(t) = \frac{3}{5} \frac{\langle r^4(t) \rangle}{\langle r^2(t) \rangle^2} - 1. $$

For Gaussian variables $\alpha_g$ vanishes. Figure 4 plots the non-Gaussian parameter for all the states considered in Fig. 3. Deviations from the Gaussian behaviour, usually ascribed to more prominent jump-like dynamics, first increase with time and then decay in the diffusive Gaussian regime, resulting in a maximum $\alpha_g^{\text{max}}$. The smaller B particles exhibit stronger heterogeneous dynamics than the A particles, suggesting that they jump more easily. Non-Gaussianity increases by decreasing the temperature.

C. Scaling of relaxation and transport in terms of the caged dynamics

1. Picosecond mean square displacement

In order to characterize the cage fast dynamics we consider the MSD evaluated at a characteristic time scale $r^*$ which is defined by the condition that the derivative $\Delta(t) \equiv \partial \log \langle r^2(t) \rangle / \partial \log t$ is minimum at $r^*$, i.e., $r^*$ is the time when MSD changes the concavity in the log-log plot. $r^*$ is a measure of the trapping time of the particle. In actual units it corresponds to a few picoseconds. The plots of $\Delta(t)$ in Fig. 3 (inset) show that $r^*$ for the present binary mixtures increases slightly with the structural relaxation time, while it was found to be virtually constant in a polymer melt.

FIG. 3. (Top) MSD of the A (left) and B (right) particles in selected states ($\rho, T, p, q$). (Inset) Plot of $\Delta(t) \equiv \partial \log \langle r^2(t) \rangle / \partial \log t$. The minimum of $\Delta(t)$ occurs at the time $r^*$, a measure of the trapping time of the particle ($r^*$ is the same for A and B particles within the errors). (Bottom) Corresponding ISF functions. The $q_{\text{max}}$ values for the particles A and B are $q_{\text{max}}^{(A)} \sim 2\pi / \sigma_A$ and $q_{\text{max}}^{(B)} \sim 2\pi / \sigma_{AB}$, where $\sigma_{AB}$ is the average distance between B particles. The plotted states have parameters $\rho = 1.204$, $T = 0.45, 0.48, 0.6, 0.7, 0.8, 1.0, 1.2, 1.5, 2.0, 3.0$ (from the rightmost to the leftmost curve in each panel) and Lennard-Jones interacting potential (Eq. (6) with $\rho = 6, q = 12$).

FIG. 4. Non-Gaussian parameter of the states in Fig. 3. Heterogeneous dynamics develops as time goes by and decays at long times in the diffusive regime, resulting in a maximum value of the parameter $\alpha_g^{\text{max}}$. Non-Gaussianity increases by decreasing the temperature.
We are now in a position to define the picosecond ST-MSD as
\[ \langle u^2 \rangle = \langle r^2(t = t^*) \rangle. \] (13)

At high temperature the cage picture loses its significance, as signaled by the disappearance of the inflection point in the log-log plot of the MSD time-dependence (Fig. 3, inset). This limits the applicability range of both the definition of \( \langle u^2 \rangle \) and Eqs. (1) and (3).

2. Relaxation and transport

Figure 5 (top) shows the correlation plots of the ST-MSD with both the structural relaxation time and the diffusion coefficient of both components of the binary mixture. The superimposed master curves, which are fits with Eq. (1) with parameters as in Table I, show that A and B subsets obey Eq. (2). The master curves of the two components are collapsed to a single master curve with distinct forms for \( \tau_\alpha \) and \( D \) by considering the reduced ST-MSD \( \langle u^2 \rangle_i \), \( i = A, B \), Eq. (4). The master curve for \( \tau_\alpha \) is Eq. (3). Expectedly, Eq. (3), as Eq. (1), fails for \( \tau_\alpha \lesssim 1 \), since the cage picture loses its significance, as signaled by the disappearance of the inflection point in the MSD vs. time log-log plot (see Fig. 3).

Noticeably, it is found that within the errors
\[ \sqrt{\langle u^2 \rangle_A} = 0.811 \sim \frac{\sigma_{AB}^*}{\sigma_{AA}^*}, \] (14)

where \( \sigma_{AB}^* \) is the equilibrium distance between \( \alpha \) and \( \beta \) particles, see Sec. II. More work is needed to put Eq. (14) on a firmer ground. At this level, it is enough to note that the above relation does not involve the length scale \( \sigma_{AB}^* \), most probably due to the fact that the B particles are mostly surrounded by A particles, as well as the ratio of the two energy scales potentially involved, \( \epsilon_{AB}/\epsilon_{AA} \approx 1.5 \).

Interestingly, the scaling curves for the diffusion coefficients are virtually linear in \( 1/(\mu^2) \), i.e., \( \log D \propto 1/(\mu^2) \). A tentative explanation relies on the finding that the deviation from the linearity in Eq. (1) for \( \tau_\alpha \) increases with the dynamic heterogeneity (see Refs. 32 and 38 and Sec. IV C 3). In fact, the latter affects the gaussian character of the displacement much more effectively at time \( t \sim \tau_\alpha \) than in the diffusive regime at \( t \gg \tau_\alpha \) (see Fig. 4).

3. Heterogeneous dynamics

Figure 6 plots the maximum of the non-gaussian parameters of the two components, \( \sigma_{AA}^{max} \) and \( \sigma_{AB}^{max} \), in terms of the corresponding reduced ST-MSD \( \langle u^2 \rangle_A \) and \( \langle u^2 \rangle_B \). It is seen that

![Figure 5](image1.png)

**FIG. 5.** (Top) Correlation plot between the structural relaxation times, the diffusivity (inset), and the picosecond MSD of the components A and B. The dashed lines in the main panel are best-fits with Eq. (1) and parameters as Table I. The dashed lines in the inset are (virtually linear) guides for the eyes. The plotted states are: (i) all the states in Fig. 3; (ii) states with interacting potential \( U_{5,6,8,12}(\rho) \), \( \beta = 1.204, T = 0.267, 0.270, 0.275, 0.350, 0.400, 0.450, 0.500, 0.600, 0.700, 0.800, 0.900, 1.000, 1.200, 1.500, 2.000, 3.000 \); (iii) states with LJ interacting potential \( U_{6,12,15}(\rho) \), \( \rho = 1.125 \) with \( T = 0.350, 0.375, 0.425, 0.450, 0.475, 0.500, 0.525, 0.600, 0.700, 1.000, 2.000, 3.000 \) and \( \rho = 1.063 \) with \( T = 0.35, 0.4, 0.45, 0.5, 0.6, 0.7, 1.0, 2.0, 3.0 \).

![Figure 6](image2.png)

**FIG. 6.** Scaling of the non-gaussian parameters of the components A and B for all the states of Fig. 5 in terms of the reduced ST-MSD \( \langle u^2 \rangle_i \), \( i = A, B \), Eq. (4). The two dashed lines are parallel. The inset shows that parallelism is lost by using the ST-MSD.
if \(\langle u_i^2 \rangle\) is small, then: (i) the right-hand side of Eq. (3) reduces to the original form proposed long time ago and (ii) \(\alpha_{2i}^{\text{max}}\) is small, i.e., the particle displacement is nearly gaussian. It is also seen that \(\alpha_{2i}^{\text{max}}\) increases exponentially with \(\langle u_i^2 \rangle^{-1}\). The same conclusions were also drawn from a model polymer system. A brownian model of the cage produces to the original form proposed long time ago and is evaluated at the same value of \(\alpha_{2i}^{\text{max}}\) and \(\langle u_i^2 \rangle^{-1}\).

Notably, the slope of \(\log \alpha_{2i}^{\text{max}}\) vs. \(\langle u_i^2 \rangle\) is the same for A and B particles, whereas this is not the case if one uses the ST-MSD. This shows that the reduced ST-MSD removes part of the differences concerning the dynamical heterogeneity of the two kinds of particles (see inset of Fig. 6). This aspect is further investigated in Subsection IV C 4 devoted to the breakdown of the Stokes-Einstein law.

4. Stokes-Einstein law

We focus on the SE law which for a sphere with radius \(a\) and stick boundary conditions reads

\[
D = k_B T / (6 \pi a \eta),
\]

where \(D\), \(k_B\), \(T\) are the translational diffusion coefficient, Boltzmann’s constant, and temperature, respectively. We assume \(\tau_a \propto \eta/T\) in accordance with numerical results and experiments on glassforming systems and study the product \(D \tau_a\) for each component of the mixture. The results, which are shown in Fig. 7, provide evidence that in the highly fluid states (small \(\alpha_{2i}^{\text{max}}\) and reduced ST-MSD values) the product \(D \tau_a\) is that predicted by the SE law nearly constant, whereas for highly viscous states the mobility is higher than expected from the SE law due to dynamical heterogeneity. Notice that the SE breakdown occurs when the second term on the right hand side of Eq. (3) becomes larger than the first term.

States with equal \(\alpha_{2i}^{\text{max}}\) or reduced ST-MSD exhibit nearly equal values of the product \(D \tau_a\) within the errors suggesting that both quantities (namely \(\alpha_{2i}^{\text{max}}\) and reduced ST-MSD) can be equally used to check the SE validity. Even if this is well-known for \(\alpha_{2i}^{\text{max}}\) which is associated to the long-time dynamics, it is by no means obvious for the reduced ST-MSD which is evaluated at \(r^*\), corresponding to a few picoseconds. The finding supports previous conclusions that the long-time dynamical heterogeneity is predicted by the fast dynamics.

We now discuss the characteristic value of the reduced ST-MSD where the SE law breaks down. Figure 7 shows that the SE fails if

\[
1 / \langle u_i^2 \rangle > 1.9(1), \quad i = A, B, P
\]

for both the atomic mixture \((i = A, B)\) and a model polymer system \((i = P)\) Differently, the values of the non-gaussian parameter marking the onset of the SE violation of the A and B particles are somewhat different. By combining Eq. (16) with Eq. (2), one finds that SE is violated if ST-MSD obeys the inequality

\[
\langle u_i^2 \rangle < 0.26 \sigma_{a_i}^2, \quad i = A, B, P.
\]

Notably, the same inequality holds in two systems as different as an atomic mixture and a polymer melt. The inequality shows that SE is violated if the pico-second mean square displacement of the trapped monomer is smaller than the breadth of the distribution of the square displacements to get away from the cage of the first-neighbors. As a consequence, one anticipates that the distribution of the escape rates widens by decreasing \(\langle u_i^2 \rangle\), i.e., increasing \(\tau_{a_i}\), thus yielding the co-existence of trapped and mobile particles, i.e., the dynamic heterogeneity.

If inequality (16) holds, the SE law fails (Fig. 7) and the dynamic heterogeneity is apparent (Fig. 6). In this case the second term on the rhs of Eq. (3) becomes larger than the first term (they are equal if 1/\(\langle u_i^2 \rangle\) = 1). The fact that Eq. (3) predicts a crossover from a dynamically homogeneous regime, where \(\ln \tau_a \propto 1 / \langle u_i^2 \rangle\), to a heterogeneous one, where \(\ln \tau_a \propto 1 / \langle u_i^2 \rangle^2\) is a distinctive feature of our model. Differently, in the localization model by Simmons et al. the master curve takes the form

\[
\tau_{a_i} = \tau_0 \exp \left[ (u_0^2 / \langle u_i^2 \rangle)^{1/2} \right].
\]
where $\tau_0$, $u_0$, and $\alpha$ are system-dependent adjustable parameters ($\alpha \sim 3 - 5$). On cooling from equilibrium to deeply supercooled states, $(\langle u^2 \rangle)$ decreases. However, Eq. (18) does not exhibit in a natural way either a crossover from a dynamically homogeneous regime to a heterogeneous one or other signatures of the increasing role played by the dynamic heterogeneity.

As a final remark, we note that the SE breakdown occurs at $\tau_0 \sim 10–20$ in MD units, corresponding to $\sim 20–40 \text{ps}$, i.e., at much shorter relaxation times than the real systems where it occurs in the nanosecond range. This fact was already noted.

5. Thermodynamics scaling

In recent years much effort has been devoted to investigate the phenomenon of the glass transition by using the hydrostatic pressure as an experimental variable in addition to the temperature (for a review see Ref. 60). Several studies reported that the structural relaxation time, as well as other quantities like the diffusion coefficient, can be expressed as a function of the reduced quantity $\rho^\gamma / T$, e.g., $\tau_a = \sim (\rho^\gamma / T)$, where $\gamma$ and $\alpha$ are material-specific and $3\alpha$ depends on the specific dynamic process $X$ too. This scaling procedure of relaxation times is often referred to as “thermodynamic scaling.”

Figure 8 shows that the thermodynamic scaling holds for both the structural relaxation and the diffusivity, as already known for binary mixtures. In addition, Fig. 8 (top) shows that the thermodynamic scaling holds for ST-MSD as in ionic liquids and polymers.

The thermodynamic scaling of the structural relaxation is related to the scaling of ST-MSD. To show that, we fit the curve $(\langle u^2 \rangle)^{1/2}$ vs. $\rho^\gamma / T$ in Fig. 8 (top) with a polynomial. The best-fit curve is used as input in Eq. (1) with $u^2_0$ and $\sigma_u^2$ as in Table I to get an expression, with no adjustable parameter, of the master curve $\tau_a$ vs. $\rho^\gamma / T$. The result is shown in Fig. 8 (middle) and proves that the picosecond dynamics offers a route to interpret the thermodynamics scaling. The deviations of the master curve from the results concerning the fast-relaxing states are ascribed to the failure of Eq. (1) for relaxation times shorter than $1.32$.33

V. CONCLUSIONS

In this article we have studied by means of extensive molecular-dynamics simulations the slow relaxation, the diffusivity, and the fast cage-dynamics of both components of a class of atomic binary mixtures with different interaction potentials. We find, as formerly observed in polymer melts, that the scaling between the slow relaxation/transport and the picosecond rattling motion inside the cage of the first neighbors for both components of particles is a manifestation of a non-trivial property of the incoherent van Hove function, namely that if two states exhibit coinciding incoherent van Hove function on the picosecond timescale, the coincidence is observed at long times too. To emphasize that the scaling is not related to the properties of the system close to the glass transition, we propose a novel alternative expression of the reduced ST-MSD $(\langle u^2 \rangle)$, with respect to the original formulation using the ST-MSD at the glass transition. A major result of the present study is that the correlation plot between the diffusivity of the two components of the binary mixtures and their respective reduced ST-MSD, collapse on the same master curve (Fig. 5). This holds true also for the structural relaxation of the two components and the unique master curve coincides with the one of the average scaling Eq. (3). We evidenced, as a further example of the predictive strength of the reduced ST-MSD $(\langle u^2 \rangle)$, that the breakdown of the Stokes-Einstein law exhibited by the distinct atomic species of the mixture and the monomers of a chain in a polymer melt occurs at the same $(\langle u^2 \rangle)$ value. Finally, we find that ST-MSD exhibits the temperature-density thermodynamic scaling. This result: (i) provides a way, in combination with the scaling between the slow relaxation/transport and ST-MSD, to account for the thermodynamic scaling of both the transport and the relaxation of the mixture; (ii) suggests that the thermodynamic scaling is rooted in the fast dynamics.
**Note added in proof:** Very recently Eq. (1) led to consistent results when tested on ultrastable glasses with structural relaxation times which are $10^{24}$ times the value for the ordinary glass.66
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**APPENDIX: DETAILS ABOUT EQ. (1)**

Equation (1) generalizes previous results by Hall and Wolynes relating the structural relaxation time and ST-MSD

$$\tau_{a}^{(HW)}(a^2) \propto \exp \left( \frac{a^2}{2u^2} \right),$$  (A1)

where $a$ is the displacement to reach the transition state. It is natural to take that the variable $a$ is distributed. In particular, we assume that $p(a^2)$ has a truncated gaussian form

$$p(a^2) = \begin{cases} A \exp \left( -\frac{(a^2-a_\text{min}^2)}{2\sigma_a^2} \right), & \text{if } a > a_\text{min}, \\ 0, & \text{otherwise}, \end{cases}$$  (A2)

where $A$ is the normalization and $a_\text{min}^2$ is the minimum square displacement to reach the transition state. A convenient choice is $a_\text{min}^2 = 0.33$. By defining

$$\tau_a = \int_{a_\text{min}}^{\infty} da^2 p(a^2) \tau_{a}^{(HW)}(a^2)$$  (A3)

one recovers Eq. (1).33

Extensive numerical simulations of a model polymer system yield the following best-fit values of the parameters $\tau_0$, $\overline{a^2}$, and $\sigma_a^2$ of Eq. (1) in MD units

$$\begin{align*}
\tau_0 &= 0.377, \\
\overline{a^2} &= 0.124, \\
\sigma_a^2 &= 0.251,
\end{align*}$$  (A4-6)

leading to Eq. (2).

It must be pointed out that $\overline{a^2}$ and $\sigma_a^2$ do not coincide with the average $E[a^2]$ and the variance $Var[a^2]$ of the distribution $p(a^2)$, respectively. This is due to the truncation and the fact that the best-fit values of $\overline{a^2}$ and $\sigma_a^2$ are comparable. One finds

$$E[a^2] = 0.252,$$  (A7)

$$\sqrt{Var[a^2]} = 0.175.$$  (A8)

We now show that $E[a^2]$ and $Var[a^2]$ do not rely largely on the form of $p(a^2)$ Eq. (A2) and the numerical simulations. To this aim, we consider a toy model of the barrier crossing in a liquid. Let us refer to Fig. 9. The grey particle, with unit diameter, initially touches two other particles spaced by $2x$. To proceed, the grey particle must overcome the barrier due to the two particles. It must displace $a$ to reach the transition point located on the line joining the centers of the two other particles. The latter, due to the motion of the grey particle, are pushed aside and move along the line joining their initial positions. Assuming that the $a$-distribution is flat between $0 \leq a \leq \sqrt{1 - x^2}$ one finds

$$E^*[a^2](x) = (1 - x^2)/3,$$  (A9)

$$\sqrt{Var^*[a^2](x)} = 2\sqrt{5}(1 - x^2)/15.$$  (A10)

If the blue spheres are initially at the equilibrium distance of the A particles ($x = 1/2\sigma_{\text{AA}}^2 = 0.56$), one yields

$$E^*[a^2](0.56) = 0.229,$$  (A11)

$$\sqrt{Var^*[a^2](0.56)} = 0.205.$$  (A12)

The above quantities differ from Eqs. (A7) and (A8) by an error of about 9% and 17%, respectively. Since the model is extremely rough, much more insight into the process leading to the barrier crossing is needed to reach a quantitative understanding of $E[a^2]$ and $Var[a^2]$.

5$u(a)$ is related to the Debye-Waller factor which, assuming harmonicity of thermal motion, takes the form $\exp(-q^2(\sigma^2)/3)$, where $q$ is the absolute value of the scattering vector. Surrogates are known.65
In Refs. 32 and 33 the reduced ST-MSD was defined as

\[ \left\langle \tilde{u}^2 \right\rangle = \frac{\left\langle u^2 \right\rangle}{\sigma^2} \]

\( \tilde{u} = \frac{u}{\sigma} \)

and \( \tilde{\tau}_e = \alpha + \frac{\beta}{\tilde{u}^2} + \frac{\gamma}{\tilde{u}^2} \)

with \( \beta = 1.2(6) \) and \( \gamma = 12.3(1) \). To convert the reduced ST-MSD \( \left\langle \tilde{u}^2 \right\rangle \) to \( \left\langle u^2 \right\rangle \) and resort to Eq. (3), one notices that \( \tilde{u}^2 = 2\tilde{\tau}_e (\tilde{u}^2) \ln(10) \) and then \( \tilde{u}^2 = (2\beta \ln(10))^{-1} \left\langle \tilde{u}^2 \right\rangle \)

\( \tilde{u} = \left\langle u^2 \right\rangle / \sigma^2 \)

In Ref. 38 the SE breakdown of the polymer system has been investigated in terms of the quantity \( R = \Lambda^2 / (4\pi \tilde{u}^2) \)
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Note that \( \tau^* \) is one order of magnitude shorter than the times considered in Ref. 19.
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