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In this contribution, we investigate the low-temperature, low-density behaviour of dipolar hard-
sphere (DHS) particles, i.e., hard spheres with dipoles embedded in their centre. We aim at de-
scribing the DHS fluid in terms of a network of chains and rings (the fundamental clusters) held
together by branching points (defects) of different nature. We first introduce a systematic way of
classifying inter-cluster connections according to their topology, and then employ this classification
to analyse the geometric and thermodynamic properties of each class of defects, as extracted from
state-of-the-art equilibrium Monte Carlo simulations. By computing the average density and ener-
getic cost of each defect class, we find that the relevant contribution to inter-cluster interactions is
indeed provided by (rare) three-way junctions and by four-way junctions arising from parallel or
anti-parallel locally linear aggregates. All other (numerous) defects are either intra-cluster or asso-
ciated to low cluster-cluster interaction energies, suggesting that these defects do not play a signif-
icant part in the thermodynamic description of the self-assembly processes of dipolar hard spheres.
© 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4821935]

I. INTRODUCTION

Dipole-dipole interactions are extremely common in na-
ture, and they play a very important role in determining the
phase behaviour of many substances, ranging from water1, 2 to
protein solutions.3 Colloids interacting through strong dipo-
lar interactions, the so-called ferrofluids, are a technologically
relevant class of liquids with plenty of applications, ranging
from heat transfer to friction-reduction.4 Despite the exten-
sive investigations,5–10 it is still unclear whether purely dipo-
lar interactions are able to sustain a gas-liquid-like phase sep-
aration. Early theoretical and numerical studies suggested the
existence of a critical point11, 12 between a gas and a liquid
phase. Simulation studies of systems which have the dipo-
lar hard sphere (DHS) fluid as a limiting case have provided
estimates of the critical point location by extrapolating the
values of the computed critical parameters as the investi-
gated system tends to the DHS one.13–15 Direct simulation
of the DHS model are indeed rather difficult, requiring op-
timisation of the numerical procedure to reach equilibrium
in the region of temperatures where the critical phenomenon
is supposed to be located. Different from standard liquids, at
low temperature, DHS self-assemble into head-to-tail flexible
chains, giving rise to a self-assembly process that competes
with the standard gas-liquid phase separation.15–18 Very re-
cent simulations,18 with algorithms explicitly designed to ef-
ficiently relax the strong head-to-tail interactions, have been
able to explore the region in which the critical point was sup-
posed to be located without finding evidence of critical be-
haviour. Theoretical predictions have also been rather contra-

dicting. Theories from the mid-1990s, accounting for chain
formation, backed up the claim of the absence of a critical
point.19, 20 By contrast, a recent thermodynamic perturbation
theory, which also accounts for the chaining, predicts the ex-
istence of a critical point.21

At low temperature T and density ρ, dipolar particles tend
to form chain-like structures,16, 22 giving rise to a fluid made
up of long, transient, and weakly interacting chains (struc-
tures in which all particles, except two, have two neighbours
aligned in the nose-to-tail configurations) and rings (struc-
tures in which all particles are doubly bonded).18, 23, 24 As the
density increases, inter-cluster interactions start to rise and,
eventually, chains and rings merge together to form branched
clusters25–28 via the emergence of junctions, i.e., of particles
which have more than two neighbours. The analysis of equi-
librium configurations confirms that, for any reasonable crite-
rion for classifying two neighbour particles as bonded, a sig-
nificant number of branching points exists,15, 18 providing a
mechanism for connecting chains and rings in a percolating
three-dimensional network. One of the most elegant theoret-
ical approaches29 attempting to describe the phase behaviour
of DHS was indeed based on the competition between two dif-
ferent groups of network defects: three-way junctions (TWJ)
and chain ends (CE). Under some specific conditions, the
mean-field theory developed by Tlusty and Safran29 (TS) pre-
dicts a phase transition between a low-density, CE-rich phase
and a high-density, TWJ-rich phase. If the ratio r between
the energies associated with these two classes of defects lies
within the range [1/3, 1/2], the resulting phase diagram is
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reentrant, that is, the density of the coexisting liquid branch
decreases as the system is cooled down. If r < 1/3, the theory
predicts no phase separation.

To simplify the complexity of the DHS interactions and
elucidate more the competition between chaining and branch-
ing, primitive models of patchy colloids have been designed
and investigated theoretically via the Wertheim theory and nu-
merically via Monte Carlo (MC) methods.30, 31 Both the pa-
rameter free Wertheim theory and the MC simulations have
confirmed the mean field predictions of the TS theory. These
studies have highlighted the delicate balance between branch-
ing and chaining energies, as well as the relevant role of
the bonding volumes in controlling the temperature scale of
the transition, offering interesting clues on possible exten-
sions of the TS approach.32, 33 A close comparison between
patchy models and DHS requires a mapping between chain-
ing and branching energies as well as their associated vol-
ume of bonding. In this contribution, we critically scrutinise
Monte Carlo configurations of DHS at low temperatures and
low-to-intermediate densities, with the aim of quantifying the
elementary clusters of the fluid and their inter-cluster interac-
tions. We focus on all particles with more than two bonded
neighbours and attempt to classify their local topology in
order to provide an exhaustive description of the branching
points and of their role in mediating the interactions between
the elementary clusters, i.e., chains and rings. We present the
analysis of the density and temperature dependence of their
number, as well as an estimate of the energetic cost associ-
ated to their formation, which will help improving the com-
parison with primitive models. Despite the very large num-
ber of found branching topologies, we discover that the TWJ
junctions, the ones specifically included in the TS mean field
approach,34 are the strongest mediators of the inter-cluster
interactions but their number is rather limited, decreases on
cooling, and it is not sufficient to generate a percolating inter-
connected network. On lowering T, the interactions between
(anti-)parallel locally linear structures (chain-chain, ring-ring,
chain-ring) — despite their higher energy — become more
relevant. Different from TWJ, the formation of these four-way
junctions does not require any change in the concentration of
chain ends.

II. MODEL

The pair interaction energy between two DHS particles i
and j is given by

u(i, j ) = uHS(rij ) + μi · μj − 3(μi · r̂ij )(μj · r̂ij )

r3
ij

, (1)

where uHS is the hard-sphere potential between particles of
diameter σ , μi is the dipole moment of particle i, rij is the
vector joining the centres of i and j, and rij is its length. The
DHS pair potential exhibits two minima for rij = σ : in the
lowest energy configuration, of depth 2μ2/σ 3, the two parti-
cles are in contact, with their dipoles oriented in a nose-to-
tail configuration. The secondary minimum, of depth μ2/σ 3,
is given by two particles being side-by-side and having their
dipoles oriented in an anti-parallel fashion. The former leads
to the characteristic formation of linear structures, whereas

the latter, at low temperatures, is responsible for the weak in-
teraction acting between nearby chain-like structures.

In the following, kB = 1, lengths are presented in units of
σ , energies and temperatures are given in units of μ/σ 3.

III. METHODS

In this work, we analyse equilibrium configurations gen-
erated via Monte Carlo simulations18, 26 of the DHS fluid in
the NV T ensemble. Aggregation-volume-bias MC moves,35

specifically adapted for the DHS model, had been imple-
mented to facilitate breaking and reforming of the strong
head-to-tail bonds.26 Long range interactions were taken
into account using Ewald sums with conducting bound-
ary conditions.36 We analyze simulations at T = 0.125,
0.140, 0.155, 0.170, 0.250, 0.50 and in the density range
ρ ∈ [0, 0.14]. The total number of particles in the system is
N = 5000.

As previously done in Refs. 18 and 26, two particles i
and j are defined as bonded if their mutual distance rij is less
than rc = 1.3σ and if their pair interaction energy is neg-
ative. The value of rc coincides with the first minimum of
the radial distribution function. Particles with more than two
bonded neighbours are considered as defects. Defect parti-
cles are coloured in orange in the simulation snapshots shown
throughout this work, while particles with one or two neigh-
bours are coloured in green. We also perform cluster analyses
on the configurations and classify clusters according to their
topology:

� Clusters containing only doubly bonded particles are
labelled as rings.

� Monomers or clusters containing two singly bonded
particles and only doubly bonded particles are labelled
as chains.

� Every other cluster (i.e., every structure containing at
least a defect) is called a branched structure.

In the following, we will refer to single defective parti-
cles (i.e., particles with more than two bonded neighbours) as
defects or defect particles. A set of neighbouring defect parti-
cles will be referred to as a defect cluster or junction.

IV. RESULTS

A. Identification of the defect clusters and their
spatial correlation

The density and temperature dependence of the number
of defects has been previously investigated18 but no attempt
has been made in scrutinising the geometry of the defect and
of its nearby particles to reveal different geometrical and/or
topological patterns. Here, we attempt to classify these de-
fects into different categories, depending on the local connec-
tivity properties. To this aim, we start by grouping defects into
clusters of defects, based on a proximity criterion. We assume
that two defects belong to the same cluster if their mutual dis-
tance is less than 1.5σ . A standard cluster algorithm is then
run to identify all possible independent clusters of defects and
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FIG. 1. Defect cluster size distributions for T = 0.140 at all investigated
densities.

their relative size. Of course, particles with two or less bonded
neighbours do not enter in the cluster analysis.

The resulting distribution n(s) of the different defect clus-
ter sizes s, normalised such that

∑
ssn(s) is the total num-

ber of defect particles, is shown in Figure 1 (ρ-effect) and
Figure 2 (T-effect).

The first thing we note in Figure 1 is that all curves are
non-monotonic and have a peak at s = 2, and grow upon in-
creasing density. In addition, there is a shoulder at s = 4 that
eventually evolves into a peak as the density increases. The
effect of density is monotonic: as ρ increases there are more
and more defect clusters of any given size s.
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FIG. 2. Defect cluster size distributions at (a) ρ = 0.028 and (b) ρ = 0.112
for all investigated T.

Figure 2 shows the defect cluster size distributions at
fixed densities and different temperatures. For the densities
investigated in this work and at high temperatures, T ≥ 0.5,
the DHS fluid is made up of basically non-interacting par-
ticles. As the system is cooled down, 0.5 ≥ T ≥ 0.2, parti-
cles start to self-assemble into small, disordered clusters.37

At this T, thermal fluctuations are so relevant that the formed
clusters do not have a clear chain-like shape and con-
tain many defects. In this regime, defect cluster size dis-
tributions are monotonic and do not have any of the fea-
tures found at low temperatures. As T is further lowered, T
< 0.2, the DHS fluid enters in the proper self-assembly re-
gion and it is made of persistent chain-like clusters which,
depending on density, are more or less connected together
by branching points.19, 20, 26 For T < 0.2, the number of s
= 1 defect clusters decreases with T and the curves have a
non-monotonic behaviour. We ascribe the qualitative differ-
ence between defect cluster size distributions at temperatures
higher and lower than T = 0.2 to the onset of the chaining
process. The non-monotonicity of the curves stems from the
different T-dependence of defect clusters of different sizes, as
discussed later on. Interestingly, the number of defect clus-
ters of size 2 and 4 has a weak temperature dependence for
ρ > 0.007. For ρ ≥ 0.112, the whole distribution of defect
clusters having 1 < s � 20 does not evolve with T. This is an-
other evidence of the lack of change in the structure of these
low-T, intermediate-density systems.26

B. Classification

The defect cluster size distributions reveal that the most
numerous clusters of defects are composed by a small num-
ber of defect particles, with a preference towards even num-
bers. Furthermore, a visual inspection of the configurations
suggests that defect clusters share some common features that
we decide to exploit to properly classify the structure of the
fluid. In addition, we notice that large aggregates of defects
can be resolved as combination of clusters of smaller defects.

To categorise the defect clusters, we assign two integer
numbers, s and w, to each defect cluster: s is the number of
defects composing the defect cluster (i.e., its size) and w is
the number of chain-like segments departing from it (number
of ways out). The latter is calculated by counting the number
of distinct particles that are bonded neighbours of the parti-
cles in the defect clusters and but are not members of it, as
shown in the following figures. Note that, by this definition, a
particle having two neighbours, both of which are part of the
same defect cluster, is not a way out and therefore it does not
contribute to the value of w. The T- and ρ-dependence on the
number of defect clusters for different s and w is analysed in
Sec. IV C.

Defect clusters of size one (s = 1) are always charac-
terised by w = 3. Figure 3(a) shows two typical examples of
these structures. The s = 1, w = 3 defect clusters are Safran
defects (TWJs), i.e., the class of defects which have been
considered the key structures (together with the chains, but
neglecting the rings) in controlling the thermodynamic be-
haviour of dipolar fluids in general and dipolar hard-spheres
in particular.34
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FIG. 3. (a) Two s = 1, w = 3 defect clusters. (b) s = 2, w = 2 defect clus-
ters. This kind of defect clusters stems from intra-cluster interactions. (c) s
= 2, w = 4 defect clusters. These form when two linear structures are close
to each other. The result is a weak inter-cluster interaction. (d) s = 3 de-
fect clusters with w = 4 (left) and w = 3 (right). The right defect cluster is
a slightly defective TWJ. The one on the left is similar in nature to the de-
fect clusters having both s and w as even numbers. (e) s = 4, w = 4 defect
clusters. These originate from the interaction between chains, rings, or part of
chain-like structures. (f) Defect clusters with a mixed nature. (Left) A s = 5,
w = 3 defect cluster which can be seen as a combination of an intra-cluster
defect and a TWJ. (Right) A s = 4, w = 5 defect cluster coming from a
s = 4, w = 4 defect cluster and a s = 2, w = 2 defect cluster.

Defect clusters with s = 2 can be divided into two main
categories: defect clusters having w = 2 (Figure 3(b)) and
defect clusters having w = 4 (Figure 3(c)). As shown in
Figure 3(b), the former originate from intra-cluster interac-
tions (or equivalently from the thermal distortion of the clus-
ter) and, as such, possibly do not play a significant role. By
contrast, s = 2, w = 4 defect clusters, shown in Figure 3(c),
are related to inter-cluster interactions. They form when two
linear-like structures (e.g., a chain, a ring, or a part thereof)
are close enough.

The majority of the defect clusters having s = 3 has either
w = 3 or w = 4. Figure 3(d) provides two examples of these
structures. They have the same nature of defect clusters with s
= 1, w = 3 (Safran-like defects) and s = 2, w = 4 (chain-ring
interaction), respectively.

The most numerous defect clusters with s = 4 are those
with w = 4. Two examples are shown in Figure 3(e). Similar
to the (s = 2, w = 4) and (s = 3, w = 4) cases, these defect
clusters stem from the interaction between chains, rings, or
part of chain-like structures.

Every other observed defect cluster is just a combination
of the aforementioned defect clusters. We provide two exam-
ples in Figure 3(f). The left panel contains a “defective” ring
touching a chain. It is a four-way junction (s = 3, w = 4)
plus two intra-cluster defects. In the right panel, two rings are
joined together by a four-way junction (s = 4, w = 4). An
additional monomer makes it a five-way junction.

To summarise, despite the large number of possibilities,
two main classes are found: defect clusters with w = 3 that,
independently from the value of s, are TWJs and can always
be associated with chain branching. By contrast, defect clus-

ters with w = 2 or w = 4, regardless of s, are responsible
for intra-cluster interactions and interactions between rings
or chains, respectively. Therefore, both defect classes do not
involve bonding of loose chain ends.

C. Density and T dependence of the concentration
of defects

Next, we investigate the ρ- and T-dependences of the
density of defect clusters, according to their type.

Figure 4 shows the density of defect clusters ρd for the
four most common sizes s as a function of density for two
temperatures. In all cases, there seems to be a density range
for which all ρd are compatible with power-laws with similar
exponents. As previously noted, at low temperature the num-
ber of defect clusters with s = 2 is larger than the number
of defect clusters with s = 1 for all densities. This is due to
the decrease in the number of s = 1 defect clusters occurring
upon cooling, the physical origin of which will be discussed
at the end of this section.

Figure 5 shows ρd as a function of density for defect clus-
ters having 1 < s < 5, accounting also for the different val-
ues of w, i.e., the number of ways out of the junction. Since
every s = 1 defect cluster has w = 3, we omit this class of
junctions from this specific analysis. From the plots it is clear
that, for ρ > 0.01, the most abundant defect clusters having
s > 1 also have w = 4. Among s = 3 defects there is also a
non-negligible number of three-way junctions.

The previous analysis confirms that defect clusters should
be classified according to w and that only junctions having
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(b) T = 0.170 as a function of the overall density.
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FIG. 5. Density of defect clusters as a function of the overall density for
T = 0.140. We further classify defect clusters by counting the number of ways
out of each junction w. (a) Defect clusters with s = 2. (b) Defect clusters with
s = 3. (c) Defect clusters with s = 4.

w = 3 and w = 4 originate from inter-cluster interactions. To
further investigate the role of these classes of defects in the
DHS fluid, we compute their density as a function of ρ at the
lowest investigated T. The results are shown in Figure 6. The
density of TWJs increases with ρ but decreases as the system
is cooled. Since the TWJ defect arises from the interaction of
a chain-end and a linear structure [see Fig. 3(a)], its statistical
relevance depends on the concentration of chain ends. The lat-
ter are characterised by a significant energetic cost (since they
could associate in head-to-tail configurations) and, hence, are
more and more unfavourable as T goes down. This explains
the observed decrease of the number of TWJs with T. We
also note that for ρ > 0.01, the increase in density is con-
sistent with a power-law behaviour with an exponent which
depends slightly on T but tends, as T decreases, to the value
3/2 predicted by the TS theory. We note that the total num-
ber of w = 3 defect clusters (inset of Fig. 6) is very small if
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FIG. 6. Density of defect clusters having (a) w = 3 and (b) w = 4 as a func-
tion of the overall density for different temperatures. The orange dashed line
in (a) is the predicted power-law behaviour for the density of TWJs.29 In-
set of panel (a): the number of three-way junctions over the total particle
number N.

compared to the number of particles in the system. Indeed, at
the lowest temperature and highest density, there are no more
than 20 three-way junctions in a system composed of 5000
particles.

Defect clusters having w = 4 behave in a substantially
different way. Indeed, if T decreases, the density of these junc-
tions grows, albeit rather slowly, for ρ > 0.01. Such an in-
crease upon cooling suggests that w = 4 defect clusters are
energetically stabilised. Indeed, different from TWJ, w = 4
defect clusters [see Fig. 3(e)] intervene in cluster-cluster in-
teractions which do not involve chain ends. A thermodynamic
description aiming at predicting the low T DHS phase be-
haviour has to take into account also this class of defects.

D. Defect energy

We next focus on the energetic cost of creating a defect.
We consider the system to be composed of chains and rings,
and calculate the interaction energy associated to the defect
formation.

We operatively define the energy associated with a defect
cluster c with given s and w, εs,w, as the interaction energy
between the two clusters (either a ring or a chain) which are
joined together by c. In order to compute εs,w, we first remove
all branching points by assigning to each particle a maximum
of two neighbours. In this way, only chains and rings remain
in the system. To do so in an umbiguous way, we first make
a list of all bonded pairs and sort it in ascending order ac-
cording to their mutual interaction energy, from the strongest
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bonds to the weakest ones. Then, we go through the sorted
list, starting from the most energetic pair and classify the se-
lected pair interaction as a bond participating in a chain or
in a ring if and only if none of the two particles involved in
the bond have already two bonds formed. As a result of the
procedure, all particles in the system have at most two bonds.
Under these conditions, the system is composed by construc-
tion of only chains and rings. In the following, we call this
procedure “removal of the branching points.” This process al-
lows us to quickly separate defects that are intra-cluster (and
hence neglected in the following, being thermal distortions of
the chains or of the rings) and defects that connect distinct
chains and/or rings. More specifically, we loop over all inter-
clusters defects and we compute the energy associated with
each defect cluster c, after classifying it according to its s and
w. For each c, we identify the n clusters c1, c2, . . . involved in
the formation of c and assign to c an energy given by

εc
s,w = 1

2

n∑

i=1

n∑

j=1

ucluster(ci, cj ), (2)

where

ucluster(ci, cj ) =
∑

p∈ci

∑

q∈cj

u(p, q), (3)

where u(p, q) is the interaction energy between particles p and
q as given by Eq. (1).

We note that, by construction, this procedure computes
the energy of all inter-clusters defects, disregarding com-
pletely intra-clusters defects. Interestingly, all s = 2, w = 2
defect clusters, such as those shown in Figure 3(b), fall into
the latter category. Since we analyse defect clusters having up
to w = 4, the employed procedure involves at most two clus-
ters. For clarity, Figure 7 shows how the described algorithm
works. We note on passing that for the investigated classes
(s = 1, w = 3, s = 3, w = 3, s = 2, w = 4, and s = 4, w = 4)
the fraction of inter-cluster defect clusters, defined as the
number of inter-cluster junctions of a certain type over the to-
tal number of junctions of the same type, increases with den-
sity and it is always larger than 80% for ρ > 0.06.

Next, we compute the distribution probability P (εs,w) for
the energy associated to the most common defect clusters.
Figure 8 shows the results for T = 0.140 and ρ = 0.007. All
the distributions feature a peak and a long tail extending at
very low energies. The position of the peaks indicates that
w = 3 defect clusters are usually associated to lower energies
than w = 4 junctions. We note that s = 3, w = 3 defect clus-
ters have a lower average energy than any other defect clus-
ters, but they are almost an order of magnitude less abundant
than s = 1, w = 3 junctions, as shown in Figs. 4(a) and 5(b).

The TS theory associates an energetic cost with the for-
mation of a CE (εT S

1 ) and with the formation of a TWJ (εT S
3 ).

These values are calculated assuming as a reference the en-
ergy of a head-to-tail bond eb. Since breaking a head-to-tail
bond costs eb but produces two CEs, then εT S

1 = eb/2. Simi-
larly, once a chain-end joins a chain to form a TWJ, gaining
what we have called −ε1,3, the corresponding value for εT S

3 is
−ε1,3 + εb/2. In the TS picture, both εT S

1 and εT S
3 are inde-

pendent of temperature and density. Figure 9(a) shows P(ε1,3)

FIG. 7. Effect of the removal of branching points. (Top) A TWJ (s = 1,
w = 3) made up of two chains which are revealed by the removal procedure.
(Middle) The interaction between two chains results in a cluster containing a
s = 4, w = 4 defect cluster. The removal procedure splits the original cluster
into two separated chains. (Bottom) An intra-cluster interaction generates a s
= 4, w = 4 defect cluster whose removal results in the identification of the
original cluster as a ring.
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FIG. 8. Distribution probability P (εs,w) for T = 0.140 and ρ = 0.007.
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FIG. 9. (a) Distribution probability P(ε1,3) for T = 0.140 at different densi-
ties. (b) Distribution probability P(ε1,3) at ρ = 0.007 for different T.

at fixed T = 0.140 and different densities. It is clear that, at
least for ρ > 0.0005, ε1,3 is density-independent, as assumed
by TS.

Figure 9(b) shows the temperature dependence of P(ε1,3).
At the highest T, the distribution has a sharp peak at rather
high energies, ≈−0.4. As T decreases, the peak moves to
lower energies, while the distribution widens and extends to
rather low energies (down to −5, not shown). This residual T
dependence is expected, in light of the different volume ex-
plored by bonded particles at different temperatures. A qual-
itatively similar dependence on ρ and T is also observed for
P(ε4,4) (not shown).

Figure 10 shows εs,w averaged over all defect clusters
having the same s, w values for the four most common defect
classes as a function of T and for two different densities. As
assumed by the TS theory, three-way junctions are the most
energetically favourable class of branching points. Quite un-
expectedly, also s = 4, w = 4 defects are associated to low en-
ergies and, at the lowest T and for high densities, ε1,3 and ε4,4

have comparable values. It is interesting to note that all curves
bend downwards significantly below T ≈ 0.140, suggesting
that at this low T, some sort of structural change occurs in
the local geometry of defect clusters. An inherent structure
analysis38 could perhaps shed light on this phenomenon.

E. Rings and chains size distributions without
branching points

The removal procedure introduced in Sec. IV D provides
an unambiguous way of partitioning all the particles in chains
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FIG. 10. Average εs,w at (a) ρ = 0.028 and (b) ρ = 0.140 for different T.

and rings only (monomers are considered as chains of length
one). The structure of the system with all the branching points
removed can then be analysed by computing cluster size dis-
tributions.

Figure 11(a) shows the number of clusters (chains or
rings) n(s) of size s found in the system for a fixed T = 0.140
and different densities. At low densities, these curves are simi-
lar to what is found without removing all the defects: both ring
and chain size distributions extend to larger and larger sizes
as ρ increases.26 Often, clusters (especially chains) are signif-
icantly longer than the size of the simulation box, sometime
going several times through the periodic boundary conditions.
After a certain threshold density, which depends slightly on T,
the number of rings rapidly diminishes and, quite surprisingly,
chains begin to shorten. This non-monotonic behaviour can be
clearly seen in Figure 11(b), which shows the average size 〈s〉
of rings and chains for all the studied low-T state points as the
density is changed. Indeed, 〈s〉 exhibits a maximum in den-
sity for both chains and rings.39 The average ring and chain
sizes in a system of non-interacting clusters are monotonically
increasing functions of ρ,40 and therefore we ascribe the pres-
ence of the maxima to either finite size effects or to inter-
cluster interactions.41, 42

F. Percolation line

In previous studies, no distinction was made on the dif-
ferent nature of the defects. Assuming that all particles with
more than two bonded neighbours are equally relevant (i.e., if
all defects are assumed to contribute to connections between
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FIG. 11. (a) Cluster size distributions for chains (solid lines) and rings
(dashed lines) for different densities and T = 0.140. (b) Average cluster size
for chains (solid lines) and rings (dashed lines) as a function of density and
for different T.

different chains and rings) percolation in DHS systems was
found to occur at surprisingly low densities.18, 26 Since per-
colation is a prerequisite of criticality, the presence of strong
clustering and percolation clashes with the absence of a criti-
cal point. Results shown in Secs. IV A–IV E strongly suggest
that the only thermodynamically relevant inter-cluster interac-
tions are those giving rise to w = 3 and s = 4, w = 4 defect
clusters. It is thus relevant to re-examine the location of the
percolation locus when only these types of defects are taken
into account. This analysis can be carried out by removing
all the branching points belonging to the other classes of de-
fects. At the end of the removal procedure, the system con-
tains only chains, rings, and clusters branched via three-way
and four-way junctions. In order to compute the percolation
line, we calculate the fraction of percolating configurations,
i.e., the number of configurations containing a spanning clus-
ter over the total number of configurations. To minimise the
possibility of finite size effects, we leave out from the analy-
sis all configurations in which, after the removal of all defects,
a ring of infinite size (that is, a chain that closes via periodic
boundary condition) was found, i.e., all the configurations that
would be percolating even if the system were composed only
by rings and chains.

Figure 12 shows the fraction of percolating configura-
tions Pperc. Chains and rings are connected via either TWJ or s
= 4, w = 4 defect clusters. A state point is regarded as perco-
lating if more than 50% of its configurations contains a span-
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ρ
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0.2

0.4

0.6

0.8

1

p pe
rc

T = 0.125
T = 0.140
T = 0.155
T = 0.170

FIG. 12. Probability of finding a percolating configuration as a function
of density for different T with all defects but TWJs and s = 4, w = 4
defect clusters removed (full lines). Dashed lines have been computed by
considering TWJs only. Configurations containing percolating chains have
been excluded from the analysis. State points are deemed as percolating if
Pperc > 0.5 (orange dotted line).

ning cluster. At lower T, percolation takes place at smaller
densities. At T � 0.17, percolation is never observed in the ex-
plored density region. We also compute the percolation prop-
erties of the system in which chains and rings are connected
only via TWJs (dashed lines in Fig. 12). In this case, per-
colation is suppressed and Pperc does not assume the typical
sigmoidal shape. This may be ascribed to the small fraction of
junctions present in the system (the fraction of TWJs is typ-
ically smaller than 2 × 10−2, see inset of Fig. 6), enhancing
finite size fluctuations. We note that, if all defects are taken
into account, independently on their statistical relevance, the
system always percolates at ρ � 0.05 for T ≤ 0.17026 and the
percolation locus has a very weak dependence on ρ. The new
data presented here show that, by considering only TWJs and
s = 4, w = 4 defect clusters, the percolation line moves to
higher densities and lower T.

V. CONCLUSIONS

We have presented a detailed study of the structure of
defects in dipolar hard sphere systems. We have shown that
defects cannot be considered as identical entities, as previ-
ously done, but need to be classified according to their lo-
cal topology. We have proposed to categorise them accord-
ing to their spacial proximity (s) and to the number of linear
structures that come out from each defect (w). We have
shown that this classification allows to distinguish the defects
responsible for intra-cluster interaction, weak to intermedi-
ate inter-cluster interactions, and three-way junctions, the
topology which was assumed to be relevant in the mean field
theory of Tlusty and Safran.34 To estimate the thermodynamic
part of the defects, we have introduced a systematic procedure
to identify and compute the energy associated with the for-
mation of each class of defects, finding that only three-way
junctions and s = 4, w = 4 defect clusters result in a non-
negligible cluster-cluster attraction. Unlike TWJs, which are
suppressed by chaining, s = 4, w = 4 junctions arise from
the interaction between (anti-)parallel linear structures, and

Downloaded 01 Oct 2013 to 141.108.6.119. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jcp.aip.org/about/rights_and_permissions



134901-9 Rovigatti et al. J. Chem. Phys. 139, 134901 (2013)

therefore these defect clusters do not induce a competition
between ring- and chain-formation and branching.

This suggests that an extension of the TS theory should
incorporate two important features: (i) it should include the
previously neglected ring structures (whose role becomes
dominant at low densities). Recent studies have shown that
extensive ring formation in chaining and branching systems
(i.e., adding ring formation to the TS approach) can result
in a suppression of the phase separation process.43, 44 We
also note that DHSs appear to be characterized by a scarcity
of TWJs and by an abundance of rings, such that perco-
lation through TWJs only is never observed. (ii) It should
include s = 4, w = 4 defect clusters. These introduce a sig-
nificant inter-cluster (ring-ring, chain-chain, and chain-ring)
attraction, which appears to become relevant at low temper-
ature. Including these interactions augments the connectiv-
ity of the system and favours percolation. Since gas-liquid
criticality is commonly preceded by percolation,45 a phase
separation sustained by s = 4, w = 4 defect clusters, which
are not suppressed by rings, could occur at low T. How-
ever, we note that it is possible to have percolation but not
phase separation. This suggests that a patchy particle model
for DHS, in which chaining and branching are modelled via
dissimilar patches,30 may require not only chain-chain or
chain-branching interactions, but also an additional, weaker
branching-branching contribution to mimic the s = 4, w = 4
defect clusters.

Finally, our study provides values for the energies associ-
ated with all the defect classes observed in the system. These
values, together with a proper modelling of the topological
connections along the lines of the TS theory and of the cor-
responding patchy particle models,31 can be used to quantify
the entropic cost associated to their formation. All in all, the
data presented in this article will surely help in developing
a theory able to model the long-sought low-T, low-ρ phase
diagram of dipolar fluids.
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