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Preface

Protein self-assembly describes many different pathways leading to a range of condensed
states of proteins that include concentrated protein droplets, reversible and irreversible
amorphous aggregates, fibrils, viral capsids, protein nanocages, and crystals. These
condensed states are important in understanding fundamental features of biology and
several industrial processes. Protein condensation is associated with many diseases, including
sickle-cell anemia, cataract disease, and several amyloid-associated diseases including Alzhei-
mer’s disease and Parkinson’s disease. The observations of protein de-mixing in mammalian
cells leading to the formation of transient non-membrane-bound organelles are revealing
significant new insights in cell biology, RNA processing, and possibly even the origins of life.
Drug development relies on the availability of high-resolution protein structures, and the
vast majority of protein structures are determined from X-ray diffraction of protein crystals.
Many industrial processes also rely on a fundamental understanding of protein self-assembly.
The production of biopharmaceuticals, food, cosmetics, and even some electronics all
involve protein self-assembly.

Understanding protein self-assembly is incredibly difficult. If or how protein self-
assembly occurs depends on a wide range of factors, many relate to the characteristics of
the protein itself and others relate to the external environment. Proteins can self-assemble in
folded or unfolded states by several different mechanisms and on different time scales, and
these assemblies often exist in non-equilibrium states. The assembled forms of the protein
can also be challenging to characterize, due to the wide range of sizes over which they
form—from several nanometers to tens of microns—and this creates an analytical burden.
For these reasons, it is often necessary to employ several different techniques and approaches
to measure the assembly process. In this volume, experimental and computational
approaches to measure the most widely studied protein assemblies, including condensed
liquid phases, aggregates, and crystals, are described.

Understanding the protein-protein interactions that direct self-assembly is far from
straightforward. The most basic approach is to view proteins as small particles that have an
interaction energy, which has both attractive (van der Waals forces, hydrophobic effect,
dipole-dipole) and repulsive (electrostatic repulsion, hydration) contributions that arise
from the amino acids on the protein surface. The net interaction potential is the sum of
these contributions. If it is averaged over the surface of the protein, then the effective
potential resembles that of a small colloidal particle, and we can use what we know about
colloidal science to understand protein assembly. This view and approach works reasonably
well for some proteins, particularly for small globular proteins at low concentrations, and
can predict some general features of protein self-assembly. However, for many proteins, this
simplified model fails to describe the protein-protein interactions, particularly when protein
concentration is increased or there are small modifications to the protein surface. It has
become clear that protein-protein interactions are directional in nature, and this anisotropy
in the interaction potential is key to explain protein assembly. In Part I of this volume, the
techniques to measure protein-protein interactions and equilibrium protein phases are
described for both dilute and concentrated proteins.

Protein aggregation is perhaps the most widely studied self-assembly pathway. However,
aggregation is a very generic term that describes a range of pathways, including
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self-association, cluster formation, fibrillation, amorphous aggregate formation, gelation
(sometimes), and precipitation. There are a wide range of techniques used to measure both
the kinetics of aggregation and the assembled state once formed, and in Part II, several are
described. In general, a combination of techniques that rely on different analysis methods
are used to measure protein aggregation. Protocols describing analytical ultracentrifugation,
electrophoresis, chromatography, calorimetry, light scattering, imaging, fluorescence spec-
troscopy, andNMR are included here. This comprehensive set of protocols allow the analysis
of assembled states ranging in size from dimer and small oligomers to large amorphous
aggregates across a range of protein concentrations.

A major goal in the field is to develop models that will allow protein-protein interactions
and protein assembly pathways to be predicted ab initio. While predictability is currently
difficult, several computational approaches to understand protein self-assembly are
providing valuable insights and are described in Part III. For peptides and very small
proteins, all-atom simulations with explicit solvent are possible if some structural informa-
tion is already available. For larger proteins, or for simulations that require several protein
molecules, computational resources are still not sufficiently powerful to perform all-atom
simulations, and some coarse-graining is required. Some of the most successful models to
date are those based on colloids that include anisotropic interaction potentials or “patchi-
ness.” The details of how these patches are modelled vary, with some tuning interactions to
match experimental data, while others incorporate molecular-level details from crystallo-
graphic data to precisely describe the protein-protein interactions. Using these coarse-
grained models in combination with simulations, experimental data can be described and
explained. As these models become more sophisticated, and computational resources
increase, even greater insights will be possible.

Much progress has been made in understanding protein self-assembly, but obstacles
remain. Detailed knowledge about all of the phases and states of proteins exists for only a
relatively small number of proteins, i.e., those that are available in sufficient purity and scale
to allow experiments to be performed. As more experiments on a greater number of proteins
are performed, and computational tools become faster and more sophisticated, further
insights and possibly even control over protein self-assembly will emerge.

Maynooth, Co. Kildare, Ireland Jennifer J. McManus
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Chapter 1

Measuring Nonspecific Protein–Protein Interactions
by Dynamic Light Scattering

Daniel Corbett, Jordan W. Bye, and Robin A. Curtis

Abstract

Dynamic light scattering has become a method of choice for measuring and quantifying weak, nonspecific
protein–protein interactions due to its ease of use, minimal sample consumption, and amenability to high-
throughput screening via plate readers. A procedure is given on how to prepare protein samples, carry out
measurements by commonly used experimental setups including flow through systems, plate readers, and
cuvettes, and analyze the correlation functions to obtain diffusion coefficient data. The chapter concludes
by a theoretical section that derives and rationalizes the correlation between diffusion coefficient measure-
ments and protein–protein interactions.

Key words Biopharmaceuticals, Second virial coefficients, Protein crystallization, Protein aggrega-
tion, Osmometry

1 Introduction

Nonspecific protein–protein interactions directly relate to protein
solution properties such as crystallization propensity, phase behav-
ior and solution opalescence, or to a lesser extent, protein aggrega-
tion kinetics and rheological characteristics of concentrated protein
solutions. For these reasons, there has been much interest in mea-
suring protein–protein interactions across disciplines ranging from
structural biology, biomaterials, cell biology, biopharmaceuticals,
and medicine. The most direct approach is to characterize them
from dilute solution thermodynamic properties such as the osmotic
second virial coefficient termed B22 measurable through static light
scattering [1–3], osmometry [4, 5], or sedimentation equilibrium
by analytical ultracentrifugation [2, 6]. Alternatively, protein–pro-
tein interactions can be quantified in terms of an interaction param-
eter termed kD obtainable from diffusion coefficient measurements
by dynamic light scattering [7–9]. This approach, which has grown
in popularity, generally requires less protein material, is more user

Jennifer J. McManus (ed.), Protein Self-Assembly: Methods and Protocols, Methods in Molecular Biology, vol. 2039,
https://doi.org/10.1007/978-1-4939-9678-0_1, © Springer Science+Business Media, LLC, part of Springer Nature 2019
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friendly, and is amenable to medium and high throughput measure-
ments using multiwell plates.

Because kD is determined from protein diffusion behavior, it
contains contributions from both thermodynamic and hydrody-
namic interactions. The thermodynamic term is directly related to
B22, but the link to hydrodynamics, although established analyti-
cally, is less well known. As such, many studies rely on the estab-
lished correlation between kD and B22 as sufficient evidence that
protein–protein interactions are directly probed by DLS [10–12].

The first half of this report presents the theory for obtaining
diffusion coefficients from the measured intensity autocorrelation
function. In addition, the theory underpinning the relationship
between protein–protein interactions and the hydrodynamic con-
tribution to diffusion coefficients is given. The derived equations
provide a clear way to interpret measurements of kD in terms of
excluded volume forces, short-ranged attractions, and longer-
ranged electrostatic repulsions between proteins. This delineation
is often required for establishing the relationships to solution prop-
erties of interest. Short-ranged protein–protein attractions, under
moderate ionic strength conditions, often dictate the phase behav-
ior [13–16], and crystallization propensity [17–21], while long-
ranged electrostatic repulsions have been correlated with protein
aggregate growth kinetics [22–24].

In the second half of the report is provided a protocol with a
step-by-step procedure for sample preparation andmeasurement by
commonly used experimental set-ups (plate readers, cuvettes, and
syringe injection systems). Detailed notes are provided for analyz-
ing the processed data and quantifying data quality.

1.1 Theory

1.1.1 Dynamic Light

Scattering

The primary quantity measured in a dynamic light scattering exper-
iment is the light scattering intensity I(q, t) as a function of time t at
a given scattering angle θ which defines the magnitude of the
scattering vector q ¼ (4π/λ) sin (θ/2) where λ is the wavelength
of incident and scattered light [25]. The measurement is processed
in real time using a correlator to determine the intensity autocorre-
lation function G2(q, t) from averaging over an acquisition time Ta

G2 q; τð Þ ¼ I q;0ð ÞI q; τð Þh i ¼ 1

T a

Z T a

0

I q; tð ÞI q; t þ τð Þdt , ð1Þ

where τ is the delay time and the angular brackets indicate a time-
average. The scattered light intensity is related to the amplitude of
the scattered electric field E(q, t) by I(q, t) ¼ |E(q, t)|2. The prop-
erty of interest is the electric field correlation function G1(q, τ)
which is related to the cumulative protein diffusion coefficient Dc

according to

G1 q; τð Þ � exp �Dcq
2τ

� � ð2Þ

4 Daniel Corbett et al.
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The two correlation functions are related to each other by

g2 q; τð Þ ¼ B þ β g1 q; τð Þ½ �2, ð3Þ

where g2(q, τ) ¼ G2(q, τ)/hI(q)i2, g1(q, τ) ¼ G1(τ)/hI(q)i, and
hI(q)i is the average light scattering intensity. Here B corresponds
to the baseline reading of hI(q, 0)I(q, τ)i/hI(q)i2), which is equal
to 1 because the light has become decorrelated at long delay times,
while β depends on the experimental configuration.

Analysis of light scattering data is made more complicated
because there will always exist in the illuminated light scattering
volume a distribution of different sized species that contribute to
the overall decay in the correlation function, in which case, g1(q, τ)
is an averaged quantity given by

g1 q; τð Þ ¼
Z 1

0

G Γð Þexp �Γτð ÞdΓ, ð4Þ

where G(Γ) is the normalized distribution of particles with decay
times by (Γ ¼ Dcq

2)�1, or equivalently the probability distribution
function for finding a particle with a diffusion coefficient Dc. In
determination of protein–protein interactions, any particles much
larger than the protein molecule of interest need to be removed
through careful filtration, which is essential as the light scattering
signal is weighted by larger particles. After filtration, there will still
exist in solution a distribution of particles with similar sizes to the
protein, which could correspond to small aggregates of the protein
or other impurities. In this case, the most appropriate analysis is
based on the method of cumulants, which assumes that the sample
contains a mononodal size distribution of protein particles.

The method of cumulants is used to extract the moments
of G(Γ) from the cumulant generating function K(�τ, Γ) �
ln [g1(q, τ)]. The mth cumulant κm is given by the derivative

κm ¼ dmK �τ;Γð Þ
d �τð Þm

� �
�τ!0

: ð5Þ

The first cumulant is related to the mean of the distribution Γ

κ1 ¼ Γ ¼
Z 1

0

ΓG Γð ÞdΓ, ð6Þ

where the overline indicates a z-weighted average. The higher order
cumulants correspond to the moments about the mean

κm ¼
Z 1

0

ðΓ � ΓÞmGðΓÞdΓ: ð7Þ

The cumulants also correspond to the coefficients in a Taylor
series expansion for ln[g1(q, τ)]

Measuring Protein Interactions Using DLS 5
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ln g1 q; τð Þ½ � ¼ �Γτ þ κ2
2!

τ2 � κ3
3!

τ3 þ . . . ð8Þ

Due to experimental noise, only the first two terms in the
cumulant expansion can be determined with reasonable accuracy
from fitting to the measured correlation function g2(q, τ). The
fitting equation is obtained by substituting Eq. 8 into Eq. 3 to give

ln g2 q; τð Þ � B½ � ¼ A � 2Γτ þ κ2τ
2, ð9Þ

where the fit parameters are Γ, κ2, A, which is an adjustable con-
stant, and the parameter B, which should be equal to 1. The fit
value for the second cumulant κ2 is often reported in terms of a
polydispersity index defined as

P ¼ κ2
Γ2

¼ D2 � �D2

�D2
: ð10Þ

The polydispersity corresponds to the width of the diffusion
coefficient distribution divided by the mean and provides a measure
of the monodispersity in the sample, which is often used as an
indicator of the sample quality.

1.2 Background

to Interpreting

Protein–Protein

Interaction

Measurements

1.2.1 Determination of kD

The protein–protein interaction parameter is determined from a
plot of the diffusion coefficient versus protein mass concentration

Dc ¼ D0 1þ k
cð Þ
D cp

� �
, ð11Þ

where D0 is the infinite-dilute value for the cumulative diffusion
coefficient, which is equivalent to the infinite dilution value of the
self-diffusion coefficient. A superscript c is used to denote the
interaction parameter k

cð Þ
D is determined from a plot against protein

mass concentration cp, in which case the parameter has units of
inverse mass concentration. The dimensionless form of the param-
eter, denoted here as kD, is defined in a similar way to Eq. 11,

Dc ¼ D0 1þ kDϕp

� �
, ð12Þ

but using volume fraction ϕp as the protein concentration variable.
The two parameters are related to each other by k

cð Þ
D ¼ kDvp, where

vp is the protein partial specific volume. The fit value ofD0 is used to
determine the hydrodynamic radius of the protein RH, 0 according
to the Stokes Einstein relation

RH,0 ¼ kBT

6πηD0
, ð13Þ

where η is the viscosity of the solvent, kB is Boltzmann’s constant,
and T is temperature. Because protein molecules are not spheres,
the measured hydrodynamic size corresponds to the radius of a
sphere that has the same diffusion coefficient as the protein.

6 Daniel Corbett et al.
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1.2.2 Protein–Protein

Interactions

A direct measure of nonspecific protein–protein interactions is the
osmotic second virial coefficient, B v

22, which is obtainable via
osmotic pressure measurements by an osmometer, or more com-
monly, from the osmotic compressibility measured through static
light scattering. The osmotic second virial coefficient is rigorously
defined within the McMillan-Mayer framework [26] as

B v
22 ¼ �1

2

Z 1

0

exp �w rð Þ=kBTð Þ � 1½ �4πr2dr, ð14Þ

where r is the protein center-to-center separation. w(r) is the pro-
tein–protein interaction free energy (commonly referred to as the
two-body potential of mean force), which has been averaged over
the relative orientations between a pair of proteins. The subscript v
is used to denote the osmotic virial coefficient has units of volume,
while often the parameter measured by an experiment has units of
volume-moles per mass squared, which is referred to here as B22.
The parameters are related to each other by B22 ¼ BV

22N A=M
2
p,

where NA is Avogadro’s number and Mp is protein molecular
weight.

The meaning of B v
22 can be understood by considering the

relationship between w(r) and the pair distribution function at
infinite dilution g(r)

g rð Þ ¼ exp �w rð Þ=kBT½ �: ð15Þ
g(r) is related to the microscopic structure of the protein solution
according to the relation g(r) ¼ ρ(r)/ρp, where ρ(r) corresponds to
the averaged “local” protein density at a separation r about a tagged
protein molecule and ρp is the bulk protein density. All protein
molecules exhibit excluded volume forces, which prevent the over-
lap of surfaces due to the Pauli exclusion principle. If protein
molecules are modelled as spheres, with a diameter equal to σ,
these forces can be represented by a step function, where g(r) ¼ 0
or w(r) ¼ 1 when r < σ and g(r) ¼ 1 or w(r) ¼ 0 when r > σ. As
such, surrounding a tagged protein, there will be a spherical zone of
exclusion with a diameter equal to 2σ and volume equal to 8Vp

where Vp ¼ πσ3/6 is the protein sphere volume. According to
Eq. 14, the excluded volume contribution to the virial coefficient
is given byBv,ex

22 ¼ 4V p, which is the volume of exclusion divided by
two, as this region needs to be shared between two spheres when
determining thermodynamic properties. Positive values of B v

22 thus
reflect the volume excluded to centres of protein molecules about a
tagged protein. Conversely, negative values of B v

22 correspond to
the case where the average local concentration of proteins about a
tagged molecule is greater than the bulk concentration.

Predicting protein solution behavior requires delineating
between the excluded volume forces and all other contributions,
which are collectively referred to as soft protein–protein
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interactions. These can include repulsive terms such as electric
double layer forces or hydration interactions, or short-ranged
attractions, which are still poorly understood, but likely related to
a combination of hydrophobic interactions, dispersion forces, elec-
trostatic attractions, and hydrogen bonding effects [27]. The net
contribution of soft interactions is often characterized in terms of a
reduced virial coefficient defined as

B∗
22 ¼ Bv

22 � Bv,ex
22

Bv,ex
22

: ð16Þ

A negative value of B∗
22 indicates a net short-ranged

protein–protein attraction, while a positive value indicates the
presence of a protein–protein repulsion that extends beyond con-
tact between protein surfaces. While it is not possible to measure
directly Bv,ex

22 , calculations using all-atomistic representations to
describe protein shapes have shown Bv,ex

22 can be approximated by
its value for a sphere with the same hydrodynamic radius of the
protein [28]. The net contribution of soft protein–protein interac-
tions can thus be estimated from dynamic light scattering using the
Stokes Einstein relation (Eq. 13).

1.2.3 The Relationship

Between kD and B22

The diffusion coefficient obtained from dynamic light scattering by
applying the cumulant analysis is equivalent to the gradient diffu-
sion coefficient, which controls the decay of macroscopic gradients
in protein concentration according to Fick’s law [29, 30]. The
gradient diffusion coefficient is controlled by two competing fac-
tors, which is best illustrated by the relation

Dc ¼ 1

ξ

dΠ

dρp

 !
: ð17Þ

There is a thermodynamic term related to the osmotic com-
pressibility (dΠ/dρp) (where Π is the osmotic pressure of the
protein solution), which arises because diffusion is driven by
chemical potential gradients, and a hydrodynamic term due to the
drag force exerted on the protein by the solvent. The drag force is
proportional to the frictional coefficient ξ, which, at infinite
dilution, is given by the Stokes law ξ0¼ 6πηa, where a is the protein
radius (a ¼ σ/2). A hydrodynamic function H is defined as
H � ξ0/ξ to reflect changes to the drag force from alterations in
the solvent flow field brought about by surrounding proteins. This
definition is usually used in Eq. 17 to give

Dc ¼ D0
H

kBT

dΠ

dρp

 !
: ð18Þ

The hydrodynamic function can be determined directly from
the protein sedimentation velocity Used measurable by analytical
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ultracentrifugation experiments according to H ¼ Used/Used, 0,
where Used, 0 is the infinite dilution value.

Analysis of protein–protein interactions is usually carried out at
low protein concentrations where deviations from infinite-dilution
behavior occur only due to two-body interactions. In this limit, the
hydrodynamic function and osmotic compressibility can be
expanded in a power series of protein concentration to first order

H ¼ 1� kHϕ, ð19Þ
where kH is two-body hydrodynamic function and

1

kBT

dΠ

dρp

 !
¼ 1þ 2 B v

22=V p

� �
ϕ ¼ 1þ kVϕ, ð20Þ

where kV � 2 B v
22=V p

� �
. Combining these relations into Eq. 18

gives

Dc

D0
¼ 1þ kV � kHð Þϕ ¼ 1þ kDϕ, ð21Þ

where the protein–protein interaction parameter kD has been
decomposed into the sum of a thermodynamic and a hydrodynamic
term according to kD ¼ kV � kH.

In order to express kD in terms of protein–protein interactions
requires linking kH to the potential of mean force w(r)
(or equivalently g(r)). Expressions for kH have been derived by
solving the fluid flow problem (known as the Navier Stokes equa-
tions) between two spheres under an applied external field to
determine the average sedimentation velocity, Used. As is the case
for B22, the contributions of excluded volume interactions can be
separated from the effects of soft protein–protein interactions using

kH ¼ k ex
H þ ksoftH : ð22Þ

The excluded volume contribution is given by [31].

k ex
H ¼ 5:5� 0:5þ 1:55 ¼ 6:55: ð23Þ

The first term (5.5) is due to the backflow of the solvent, which
arises predominantly because the volumetric flux of a sedimenting
particle creates a flux in the opposite direction from the solvent
displaced by the particle. In addition, the sedimenting sphere drags
along some of the solvent, which must be balanced by an equivalent
upward flux of the solvent in the regions further away from the
sphere. The second term (�0.5) is hydrostatic in origin; the addi-
tion of particles to the fluid creates an additional gradient in the
hydrostatic pressure, which increases the sedimentation velocity.
The last term is due to direct hydrodynamic interactions between
the proteins, that is, the influence of the drag force on sphere 1 due
to the presence of sphere 2 and vice versa.
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The effects of soft protein–protein interactions are only mani-
fested in the direct hydrodynamic interactions. The result is
[32, 33]

ksoftH ¼
Z 1

2a

A11 þA12 þ 2 B11 þ B12ð Þ½ � g rð Þ � 1½ �r
2

a3
dr, ð24Þ

where the terms Aij and Bij are the coefficients in the mobility
tensor, which relate the instantaneous protein velocities to the
applied forces. The coefficients depend on the sphere size and
their center-to-center separation r. Analytical expressions for Aij

and Bij exist in the far field limit, r � 2a, and are given by

A11 ¼ 1� 15

4

a

r

� �4
þOðr�6Þ

A11 ¼ 1� 15

4

a

r

� �4
þOðr�6Þ

B11 ¼ 1þOðr�6Þ
B12 ¼ 3

4

a

r

� �
þ 1

2

a

r

� �3
þOðr�7Þ

: ð25Þ

The near field forms corresponding to when r is just greater
than contact separation between surfaces (2a) are more problem-
atic. A11 and A12 vary smoothly from their far field forms toward
their values A11 ¼ A12 ¼ 0.7750 at contact (r ¼ 2a), but there is a
logarithmic divergence at contact for the terms B11 and B12.
Approximate expressions are given by [34]

A11 ¼ 1� 15

4

a

r

� �4
þOðr�6Þ

B11 ¼ 0:891� 0:388

logðr=a � 2Þ
B12 ¼ 0:490þ 0:144

logðr=a � 2Þ

: ð26Þ

The effects of protein–protein interactions are manifested in
the expression for ksoftH in terms of the radial distribution function g
(r) (see Eq. 24). In order to quantify the effect in a simple way, an
approximate relationship to B∗

22 can be derived by noting that the
mobility term appearing in the integrand of Eq. 24 (A11 + A12 + 2
(B11 + B12)) is a slowly varying function of r and only changes by
about 6% as r increases from 2a to 2.25a. Under moderate ionic
strength conditions, where long-ranged electrostatic forces are
screened between proteins, the contributions of all soft protein–
protein interactions have a range on the order of one to two solvent
layers between protein surfaces [13, 20]. In this limiting case, the
mobility term can be factored out of the integrand to give
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ksoftH ¼ A11 þA12 þ 2 B11 þ B12ð Þ½ �
Z 1

2a

g rð Þ � 1½ �r
2

a3
dr � 3:52B∗

22,

ð27Þ
where the second equality follows from using the values at contact
for the mobility coefficients (A11 ¼ A12 ¼ 0.7750 and
B11 + B12 ¼ 1.381). Equation 27 provides a clear link between
the magnitude of the net protein–protein interactions, as often
characterized in terms of B22, and the sedimentation behavior.
Accordingly short-ranged attractions will enhance sedimentation,
for instance, an attractive interaction that balances the hard sphere
repulsion will reduce kH by less than one half of its hard sphere
value. The reason why attractive interactions enhance sedimenta-
tion is that there is an increased likelihood of finding proteins at
contact, in which case, there is less surface exposed to the drag than
the pair in isolation, while the sedimenting force is essentially
doubled. Conversely, repulsive protein–protein interactions have
the opposite effect of decreasing the sedimentation velocity.

The equation for the protein–protein interaction parameter kD
can be written as

kD ¼ k ex
V þ ksoftV � k ex

H þ ksoftH

� �
, ð28Þ

where the hard sphere and soft contributions to the thermodynamic
term are given by k ex

V ¼ 8 and ksoftV ¼ 8B∗
22. Substitution of these

terms into Eq. 28 combined with the expressions for kH (Eqs. 23
and 24) leads to a linear relationship between kD and B22

kD ¼ ð8þ 8B∗
22Þ þ ð�6:55� 3:52B∗

22Þ ¼ 1:45þ 4:48B∗
22: ð29Þ

The linearity has been observed experimentally for monoclonal
antibodies in particular. The predicted correlation given by Eq. 29
is plotted along with experimental data for lysozyme [8] and for a
monoclonal antibody [35] in Fig. 1. Good agreement is obtained
between the model and the experimental data without using any
adjustable parameters. The only parameter required by the calcula-
tion is the equivalent spherical diameter of the protein, which has
been set equal to the measured hydrodynamic diameter. The first
bracketed term on the right side of Eq. 29 corresponds to the
contribution from thermodynamic effects, while the second brack-
eted term is due to hydrodynamics. These contributions always
occur in the opposite direction to each other. Excluded volume
interactions increase the chemical potential driving force for diffu-
sion ( k ex

V ¼ 8 ), which is balanced by an increased drag force
that slows down diffusion predominantly due to the backflow effect
( k ex

H ¼ �6:55 ). Conversely, the thermodynamic consequence of
attractive protein–protein interactions is a slowing down of diffu-
sion, while hydrodynamic effects enhance the diffusion rate. An
important reference point is the hard sphere contribution k ex

D equal
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to 1.45.Measured kDvalues greater thank
ex
D indicate the presence of

a longer-ranged repulsion, while short-ranged protein–protein
attractions are reflected by values of kD less than 1.45.

Further delineating between the different contributions to
protein–protein interactions requires fitting simplified interaction
models, usually that provide an approximation for the pair potential
of mean force w(r), to the interaction measurements. While the
fitting procedure is generally done for interpreting B22 measure-
ments through applying Eq. 1, a similar approach can be applied by
fitting w(r) to kD measurements using Eq. 28 combined with
expressions for kH given by Eqs. 23 and 24. A number of studies
have shown measured values of kD provide similar fittings to model
interaction potentials as happens when fitting using B22 values
[35, 36].

Nevertheless, using simplified models to describe proteins
needs to be done with care as there is considerable uncertainty
toward the molecular basis for protein–protein interactions. Some
success has been achieved in predicting the pH and ionic strength
patterns of protein–protein interactions in terms of electric double
layer forces based on modelling proteins as uniformly charged
spheres under low ionic strength conditions [8, 35–37]. Because
electrostatic forces are repulsive and longer-ranged (greater than
1 nm for ionic strengths below 100 mM), there is no orientational
biasing of the protein–protein interactions so that the averaging
process involved in determining B22 or equivalently kD reflect only
the averaged protein surface properties. This contrasts with
shorter-ranged attractive forces that are orientation-dependent
and specific to the protein surfaces buried by the interacting

Fig. 1 The correlation of kD with B∗
22. The line is the prediction according to

Eq. 29 of the text. The closed symbols are experimental data for lysozyme in
solutions at pH 4.5, while the open symbols correspond to a monoclonal
antibody over a range of pH and ionic strength in solutions containing sodium
chloride
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configurations. Capturing these types of anisotropic interactions
requires all-atomistic representations of proteins and the surround-
ing solvent medium, which remains beyond current capabilities
[38, 39]. As such, measurements of B22 or kD, at the very least,
provide an averaged attractive protein–protein interaction after
subtracting out the contributions from excluded volume forces
and electrostatics.

2 Materials

Dynamic light scattering measurements can be carried out using
cuvette-based systems such as the DynaPro NanoStar from Wyatt
Technology or any of the Zetasizer Nano series from Malvern
Panalytical Instruments or by Wyatt flow-through systems such as
the miniDAWN Treos or DAWN HELEOS detectors equipped
with a QELS (DLS) module. Higher throughput can be achieved
in a multiwell format using the Wyatt DynaPro Plate Reader or the
Malvern Panalytical Zetasizer APS.

The method provides an example procedure for solutions of
lysozyme containing 10 mM sodium phosphate buffer at pH 7.0.
The salts used in the experiment, sodium phosphate monobasic and
sodium phosphate dibasic, should be of high purity (�98%) and
dissolved in at least Milli-Q grade water that has a resistivity of
18.2 MΩ cm. Use only high quality formulations of lyophilized or
crystalline lysozyme with greater than 95% purity that contains a
minimal amount of high molecular weight aggregates.

3 Methods

Determining the interaction parameter kD requires measuring a
series of eight to ten samples with incremental increases in protein
concentration at fixed solvent composition (here the solvent refers
to all solution components other than the protein). The series of
samples should be prepared by dilution of a concentrated protein
sample with its dialysate. The required volumes of buffers and
protein solutions depend on whether the measurement is carried
out using a cuvette, a multi-well plate or a flow through configura-
tion. The method below is modifiable by scaling all volumes by the
same factor to achieve the final sample requirement. All sample
preparations need to be done carefully with particular attention to
minimizing dust, irreversibly aggregated protein, and bubbles, all
of which lower data quality.

3.1 Sample

Preparation

The experiment described below requires ten 1mL samples ranging
in protein concentration between 1 and 10 mg/mL. Two stock
solutions are prepared, a 20 mL sample of 10 mg/mL lysozyme in
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10 mM sodium phosphate buffer at pH 7.0, and 4 L of 10 mM
sodium phosphate at pH 7.0 to be used for dialysis.

1. Volumetrically prepare three 4 L batches of 10 mM sodium
phosphate buffer at pH 7.0. For each preparation, dissolve
2.03 g (or 0.0169 mol) of sodium phosphate monobasic and
3.28 g (or 0.0231 mol) of sodium phosphate dibasic in approx-
imately 3.8 L of Milli-Q water. Check the pH after the salts
have dissolved and adjust the total volume to 4 L by adding
Milli-Q water.

2. Filter the dialysis buffer through a 0.22 μm filter to remove any
larger particulates. Prerinse glassware with a small amount of
filtered dialysis buffer to remove any particulates in the
glassware.

3. Dissolve 300 mg of lysozyme in 20 mL of dialysis buffer (see
Notes 1 and 2).

4. Place the lysozyme solution in a dialysis bag or cassette with an
appropriate molecular weight cutoff (MWCO), which should
be the highest cutoff value that is less than the protein molecu-
lar weight.

5. Dialyze the lysozyme solution against 4 L of fresh dialysis
buffer twice for 4 h each time and then redialyze in fresh buffer
overnight (seeNote 3). Carry out each dialysis step at 4 	Cwith
gentle stirring to increase mass transport and solvent equilib-
rium across the membrane.

6. After dialysis is complete, remove the protein sample from a
dialysis cassette using a needle and syringe or by decanting out
the dialysis bag into a falcon tube.

7. Check the pH of the lysozyme solution and readjust to 7.0 if
necessary by adding diluted acid or base. Check for any protein
loss during dialysis by measuring the lysozyme concentration
using a UV-spectrophotometer.

8. Degas the protein solution using an appropriate method (see
Note 4).

9. Filter the lysozyme solution using a 0.1 μm pore size syringe
top filter that has been prerinsed with 30 mL of dialysate to
remove any particulates (see Note 5). Apply the same proce-
dure to filter 20 mL of the degassed dialysate.

10. Measure the protein concentration after filtration to check for
any protein loss due to adsorption or dilution with the dialysate
contained in the dead volume of the filtration unit. If necessary,
dilute the lysozyme solution to achieve the target protein
concentration of 10 g/L.

14 Daniel Corbett et al.

nicoletta.gnan@cnr.it



11. Prepare ten samples with lysozyme concentrations between
1 and 10 mg/mL by serial dilutions of the 10 mg/mL lyso-
zyme using the filtered dialysate as the diluent (see Note 6).

3.2 Sample

Measurement

1. Carry out measurements on the solvent first. Analyze the light
scattering data to confirm that the light scattering cell and the
sample are clean (see Note 7).

2. Measurements on protein samples are carried out in order of
either ascending or descending protein concentrations (see
Note 8).

3. Set the run parameters for the dynamic light scattering experi-
ment. The number of acquisitions and acquisition time depend
on the scattering properties of the sample. Default settings for
protein solutions are ten acquisitions each for 30 s. These
might need to be adjusted to improve data quality (seeNote 9).

Details that are specific for the experimental set-up are given in
Notes 10–12 for cuvette readers, Notes 13–16 for plate readers,
and Notes 17–19 for flow cells.

3.3 Data Analysis 1. Analyze the quality of the light scattering data and include only
the data that meets specified guidelines (see Notes 20–24).

2. Plot the measured diffusion coefficient against protein mass
concentration cp and fit the data to a linear function given by
Eq. 11. The y-intercept of the line is equal toD0 and the slope is
equal to k

cð Þ
D D0.

3. Calculate the hydrodynamic radius of the protein using the
Stokes-Einstein relation given by Eq. 13 (see Note 25).

4 Notes

1. If the protein is obtained as a solid formulation, it is dissolved
directly into the dialysis buffer at a concentration of 20–50%
greater than the maximum concentration required for the
experiment. This allowance is required to overcome small
decreases in protein concentration that occur due to protein
dilution during dialysis. Here, a 15 g/L sample is prepared by
dissolving 300 mg of lysozyme in 20 mL of dialysis buffer.

2. Proteins obtained as liquid formulations require a buffer
exchange step, which can be achieved using either a desalting
column or by diafiltration using centrifugation or pressure-
driven filtration units. These last steps can also be used to
concentrate the protein if the concentration in the formulation
is lower than the target value for the bulk sample.
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3. The volume of the dialysate should be at least 200 times greater
than that of the protein solution. If the dialysate volume needs
to be reduced, increase the number of dialysis steps to achieve
the same total dilution factor, where the total dilution factor is
the product of each individual factor. For instance, a step with a
dilution factor equal to 625 can be replaced by two steps each
with a dilution factor equal to 25.

4. Degas the protein solution by drawing into a syringe and
sealing the syringe tip with Parafilm. Create a vacuum at the
tip of the syringe by gently pulling on the plunger while hold-
ing the syringe with the tip facing upward. Tap the plunger to
dislodge any microscopic bubbles and let them float to the
syringe tip. Gently remove the Parafilm and expel the gas to
the atmosphere. Use the same procedure to degas 20 mL of the
dialysate. For surface-active proteins, formation of any bubbles
needs to be avoided. In this case, degas the sample by vacuum.
Place the sample in a side-arm flask using a rubber stopper to
seal the flask top. Make sure the sample container is open to the
atmosphere and create a vacuum using a pump attached to the
side-arm via tubing. Other methods of degassing include plac-
ing the sample in a sonicator followed by centrifugation.

5. When filtering protein solutions, better quality data is achieved
by using a smaller pore size. Generally, a 0.02 μm pore-size
filter can be used for proteins with molecular weights less than
20 kDa, while a 0.1 μm filter is used for larger proteins. A trial
and error process might be required to determine the optimal
pore size as proteins have different shapes and tendencies for
interfacial adsorption, which causes membrane fouling and
clogging.

6. When carrying out dilutions of bulk protein sample, use precise
volumes so that each sample concentration can be calculated
from the dilution factor and the bulk sample protein concen-
tration. UV absorbance measurements should also be used to
check each sample concentration especially when using small
volumes where surface adsorption can lead to protein loss.

7. Before carrying out any experiment, the scattering profile from
the pure solvent should be measured to check if the flow cell or
cuvette is clean. Check that the measured correlation function
appears as random noise rather than a detectable exponential
decay function. Unless there are large molecular weight species
in the solvent, the static light scattering signal, or count rate, is
expected to remain constant. Changes to the solvent reading
indicate the flow cell or cuvette is dirty, or there are large
particles in the solvent, which is confirmed by having nonran-
dom noise in the correlation function.
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8. Measurements on protein samples are generally carried out in
either ascending or descending order of protein concentration.
For cuvette or multiwell plate readers, each reading is done in
triplicate as a minimum. For a flow through system, the mea-
surement is commenced only after the static light scattering
reading (or sample count rate) is time invariant.

9. The number of acquisitions and acquisition time needs to be
set before each sample measurement. A correlation function is
determined from averaging over each acquisition. For weakly
scattering samples (e.g., at low protein concentration), longer
acquisition times can be used to reduce noise by increased
sampling, but lead to an increased probability of large particu-
lates (dust, aggregates) entering the scattering volume, which
skews the correlation function. If particles are problematic,
reduce the acquisition time, but increase the number of acqui-
sitions and only include acquisitions obtained for particle-free
scattering.

10. Care must be taken to maintain a clean cuvette. Before each
use, wash the cuvette thoroughly by rinsing with deionized
water or mild acid followed by a volatile solvent such as ethanol
or isopropanol. Dry the cuvette using compressed gas, either
filtered air or nitrogen, or by using a cuvette dryer. Check the
cuvette surface for any smudges and remove them by using
dust-free lens tissue (for reduced volume cuvettes a magnifica-
tion eyepiece may be required to properly inspect the cuvette).
More heavily soiled cuvettes are soaked in a surfactant solution
overnight such as 2% Hellmanex to remove material.

11. Using a pipette or syringe gently load the sample into the
bottom of the cuvette while avoiding any bubble formation,
which should be confirmed by visual observation. Place the
cuvette into the instrument in the correct orientation.

12. Allow ample time for the sample to equilibrate at the desired
temperature while checking that the count rate is higher than
that for the pure solvent. If the count rate is fluctuating by
greater than 20%, it may indicate the cuvette is not clean or that
the sample has not been properly filtered.

13. Clean and remove any dust from the underside of the multiwell
plate using dust-free lens tissue and volatile solvent followed by
drying with compressed filtered air or nitrogen. The plate is
kept covered as much as possible to reduce chances of contam-
ination by dust.

14. Use a Pipetman or needle with syringe to load the required
amount of sample into each well from the bottom up with the
tip or needle not touching the plate. Centrifuge the plate at
800 
 g for 1–2 min to remove bubbles.
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15. Place the plate in the sample chamber and provide an adequate
time for temperature equilibration and then carry out the data
acquisition. If a sample is evaporating the autocorrelation func-
tion is likely to increase because buffer is evaporating from the
well, which increases the protein concentration.

16. Paraffin oil is used to prevent sample evaporation for small
volume samples (e.g., less than 20 μL or the duration for
scanning the plate is greater than a couple hours). Add an
ample amount of oil to cover the sample. Recentrifuge the
plate at 800 x g for 1–2 min. It is also recommended that the
oil is filtered using a 0.22 μm pore size filter.

17. Inject the sample at a constant flowrate with a syringe pump
connected to an in-line filter (with a 0.1 or 0.22 μm pore size)
that precedes the light scattering detector. The sample injec-
tion volume should be between 0.5 and 1 mL to overcome any
band broadening effects.

18. After injection, let the sample equilibrate in the flow cell for a
minimum of 60 s. Before taking the measurement, the noise in
the static light scattering reading should be reduced to an
acceptable level and the reading should be at a steady-state.
Excessive noise or a drifting static light scattering reading
might be indicative of a dirty flow cell or possibly aggregation
processes occurring in the sample cell.

19. If possible, use an on-line UV absorbance detector for simulta-
neous concentration determination. A variable path-length UV
flow cell can be used for measuring concentrated protein sam-
ples that have absorbances too large for the Beer-Lambert law
when using a 1 cm long pathlength flow cell. If not available,
collect sample at outlet of detector for a batch UV absorbance
reading. This step is necessary to ensure no protein was lost
during the on-line filtration step.

20. Choose the maximum delay time for fitting the correlation
function lng2(q, τ) to the cumulant analysis. The cutoff should
correspond to when the correlation function has decayed to
approximately 5% of its initial value.

21. After the fitting has been carried out, check the quality of each
sample reading. Quick-check readouts of data quality include
the following:

(a) Polydispersity (P): A polydispersity less than 0.1 indicates a
monodispersed protein sample where the correlation
function is predominantly weighted by the monomeric
species. Greater values than 0.1 indicate significant con-
tamination with higher molecular weight species.

(b) Baseline (B): The fit value for the baseline should be equal
to 1. A small amount of noise in the data is expected to
cause deviations in the baseline on the order of 0.1%.
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Any baseline reading greater than 1 indicates the presence
of dust or large particles in the scattering volume, which
will skew the fit values obtained using the cumulant
analysis.

(c) SOS: The SOS is the sum of squares difference between
the experimental correlation function and the best fit to
the cumulant analysis, which provides a measure of the
goodness of fit between the measured and theoretical
data. There is no absolute SOS value that represents a
good fit. Rather the SOS should only be compared
between measurements of the same sample, where abnor-
mally high values are indicative of either a dust particle
interfering with the measurement or a dirty system.

(d) Number of peaks and peak intensity: Most instrumental
software carries out a regularization analysis, which is
applicable for characterizing multinodal populations
with large size differences. The outputs of this analysis
include the number of populations or peaks in the diffu-
sion coefficient distribution and the intensity weighting of
each peak. A single peak with a weighting of 100% by
intensity indicates all high molecular weight impurities
have been removed from the sample to undetectable
levels. If multiple peaks occur in the analysis, the measured
diffusion coefficients will be skewed from their true
values.

22. Check that the theoretical correlation curve overlays well with
the experimental curve. Deviations in the long time decay
indicate presence of larger species, which will also be reflected
by a larger polydispersity, a baseline not equal to 1.0, or the
presence of a significant second peak in the regularization
analysis. Deviations in the short time fitting might indicate
the presence of short-time decay processes that arise in solu-
tions containing cosolvent molecules due to their large size or
self-association propensity. The latter effect becomes more
pronounced at lower protein concentrations as the relative
scattering signal of the solvent versus the protein increases.

23. All sample measurements are carried out in a minimum of
triplicate. If one of the sample readings occurs outside of two
standard deviations of the mean, the reading is discarded and
the mean and standard deviation recalculated. Sample readings
should also be discarded based on the criteria given in Notes
2 and 3 above. If carrying out measurements using a cuvette,
repeat measurements are required if data quality is low.

24. For systems with poor data quality, examine the fitting results
of the individual data acquisitions for each sample reading.
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Omit from the average any acquisitions with abnormally high
values for polydispersity, SOS, and baseline readings.

25. The hydrodynamic size of the protein determined from D0

provides an additional indicator for the quality of the data.
The hydrodynamic size is independent of solvent conditions
and temperature if the protein remains folded and solvent
additives (or cosolvents) do not bind strongly to the protein.
When comparing solution conditions that meet this criterion,
an increase in the measured value of RH, 0 indicates the pres-
ence of small irreversibly formed aggregates or other impurities
with sizes larger than the protein of interest. Conversely, a
value of RH, 0 less than the expected value indicates the pres-
ence of species smaller than the protein.
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Chapter 2

Light Scattering to Quantify Protein–Protein Interactions
at High Protein Concentrations

Mahlet A. Woldeyes, Cesar Calero-Rubio, Eric M. Furst,
and Christopher J. Roberts

Abstract

Static and dynamic (laser) light scattering (SLS and DLS, respectively) can be used to measure the so-called
weak or colloidal protein–protein interactions in solution from low to high protein concentrations (c2). This
chapter describes a methodology to measure protein–protein self-interactions using SLS and DLS, with
illustrative examples for monoclonal antibody solutions from low to high protein concentrations
(c2 ~ 1–102 g/L).

Key words Protein–protein interactions, Static light scattering, Dynamic light scattering, Structure
factor, Hydrodynamic factor

1 Introduction and Background

The solution behavior of proteins can be impacted by short and
long-ranged “weak” protein–protein interactions (PPI). PPI have
been shown to influence physical properties and processes such as
opalescence, crystallization, liquid–liquid phase separation, aggre-
gation rates and mechanisms, and elevated solution viscosity
[1–7]. Typically and for practical reasons, PPI have been quantified
experimentally using SLS and DLS at low protein concentrations
(c2)—where the subscript 2 denotes protein as the second compo-
nent, water is component 1, and additional components are labeled
3, 4, etc. [1, 4, 8, 9]. While the same types of intermolecular forces
exist at low and high c2, the average distance between protein
molecules is much smaller at high c2, and the distance-dependence
of different types of interactions can differ substantially [10]. This
includes both direct interactions (e.g., dispersion forces, hydrogen
bonding, steric repulsions) and solvent-averaged interactions (e.g.,
solvation forces, screened electrostatics). Consequently, it is not
always clear whether the balance between short- and long-ranged
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contributions to PPI at high c2 can be predicted accurately from
low-c2 experimental behavior. Therefore, it is important to measure
PPI at both high and low c2. At high c2, PPI can be quantified in
terms of the Kirkwood–Buff integral (G22) or the low-angle (zero-
q) static structure factor (Sq ¼ 0) via static light scattering with a
monochromatic source (i.e., laser scattering), SLS, or small-angle
neutron/X-ray scattering [4, 9, 11–14]. Additionally, DLS can be
used at high c2 to measure the collective diffusion coefficient (DC)
[15]. DC is influenced by contributions from thermodynamic as
well as hydrodynamic interactions. The theoretical relations can be
used to combine results from SLS and DLS to quantify the hydro-
dynamic interactions in terms of the hydrodynamic factor (Hq ¼ 0)
[13, 16].

Batch SLS experiments are conducted at a fixed laser wave-
length (λ) and constant temperature (usually between 20 and
25 �C). Protein particles scatter light due to the difference in
refractive index from the buffer and fluctuations in local composi-
tion. The average scattered intensity is measured at a defined angle
(e.g., 90� or 173� for backscattering) and used to calculate the
excess Rayleigh ratio, represented as Rex:

Rex ¼ I sample � I buffer
I toluene � I background

Rtoluene � n2
solvent ð1Þ

where I is the measured scattered light intensity of sample (Isample),
buffer (Ibuffer), toluene (Itoluene), and background radiation (Iback-
ground); Rtoluene is the Rayleigh ratio of toluene at the measured
temperature, and nsolvent is the refractive index of the solvent. Rex

for a protein solution as a function of c2 can be used to estimate
protein–protein interactions in the form of the protein–protein
Kirkwood–Buff integral, G22:

Rex

K
¼ Mwc2

Mw,app

Mw
þ G22c2

� �
ð2Þ

K ¼
4π2n2 dn

dc2

� �2

N Aλ
4

ð3Þ

where Mw,app is the protein apparent molecular weight and Mw is
the protein true molecular weight. K is a constant for a given
protein and solution condition with a given experimental scattering
configuration, where n is the solution refractive index, (dn/dc2) is
the change in refractive index of the solution as a function of c2,NA

is Avogadro’s number, and other symbols are as defined above
[9]. The zero-q limit for the structure factor (Sq ¼ 0) can be
obtained by dividing the right hand side of Eq. 2 by c2Mw, with
the canonical simplification thatMw,app�Mw [9]. In this case, Sq ¼ 0

is equal to 1 + c2G22 and is dimensionless. Negative (positive) G22

values are equivalent to Sq ¼ 0 values below (above) 1, and
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correspond to net repulsive (attractive) interactions. Correspond-
ingly, in dilute solutions, positive (negative) second osmotic virial
coefficient (B22) values indicate net repulsions (attractions)
between protein molecules at low c2. Note, G22 ! �2B22 in the
limit of dilute protein concentrations (i.e., c2 below ~10 g/L and
|c2G22| < 0.1) [9]. As B22 is independent of c2, B22 values can also
be obtained by fitting experimental excess Rayleigh profiles to Eq. 2
for low-c2 conditions, and equating G22 ¼ �2B22 for that low-c2
limit.

In DLS, the time dependence of the fluctuations of scattered
light is measured using a detector and autocorrelator. The resulting
intensity autocorrelation function g2(t) is used to calculate the
collective diffusion coefficient (DC) and polydispersity (p2) using
the method of cumulants shown in Eq. 4 [17].

g2 tð Þ ¼ B þ βe�2tDCq
2

1þ μ2
2
t2

� �2
ð4Þ

B corresponds to the average baseline intensity, and β is the
amplitude of the autocorrelation function g2(t) as t ! 0. The
magnitude of the scattering wave vector q ¼ 4πn

λ sin θ
2

� �
, where θ is

the detector angle and n is the refractive index of the sample. The
polydispersity can be calculated using p2 ¼ μ2

DCq2ð Þ2.

If one uses the analysis by N€agele [18], DC is related to Hq ¼ 0

and Sq ¼ 0 via Eq. 5, where D0 is the infinite-dilution or tracer
diffusion coefficient.

DC ¼ DoHq¼0

Sq¼0
ð5Þ

Therefore, by combining result from SLS and DLS, Hq ¼ 0 can
also be quantified as a function of c2.

2 Materials

All materials must be soluble in water, and resulting solutions
should typically be transparent to the naked eye. As light scattering
signals are typically dominated by the largest scattering species in
solution, cosolutes larger than the protein of interest should be
avoided if possible, otherwise their contributions to scattering
signals will either convolute the data, or require an alternative
experimental design to those illustrated below [19, 20]. Submicron
filters (average pore size ~0.22 μm) and/or benchtop centrifuga-
tion are able to remove most large particulates, but one should
avoid chemicals or materials that contain contaminants that would
not be removed with such methods (see Note 1).
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1. 20 mM sodium acetate solution (or desired buffer solutions
and cosolutes).

2. 5 M sodium hydroxide solution (NaOH).

3. 0.45 μm pore size membrane filters (e.g., polyvinylidene fluo-
ride, PVDF) (see Note 2).

4. 0.22 μm pore size low-protein binding (e.g., PVDF) syringe
filters.

5. 0.22 μm pore size syringe filters (e.g., polytetrafluoroethylene,
PTFE) for filtration of nonaqueous solutions.

6. Monoclonal antibody, denoted MAb1 (or desired Protein
stock solution(s) or lyophilized protein powder(s)).

7. Dialysis membrane with a molecular-weight (MW) cutoff at
least one half of the nominal protein MW (alternatively, diafil-
tration with an appropriate membrane can be used).

8. Centrifugal filter units (see Note 3).

9. Microcentrifuge tubes.

10. pH meter.

11. 10% w/w sodium dodecyl sulfate and/or 0.2% v/v Hellma-
nex® III (or equivalent) solutions.

12. >98% purity ethanol and/or acetone.

13. Lens paper.

14. Laser scattering instruments: For SLS—DAWN-HELEOS II
Multi-Angle Light Scattering (MALS) instrument (Wyatt
Technology, Santa Barbara, CA) and for DLS—Zetasizer (Mal-
vern Instruments, Malvern, UK).

15. Data analysis software (e.g., Origin, MATLAB, Igor).

3 Methods

Carry out all procedures at room temperature, unless specified
otherwise. The example numbers used below are based on a desired
volume of 10 mL of initial protein stock solution, and can be scaled
accordingly if larger or smaller starting volumes are desired. All
steps should be performed wearing appropriate personal protective
equipment. At a minimum, lab gloves (e.g., nitrile based) must be
worn for all steps, both to protect the person performing the
experiment, and to prevent contamination of samples and sample
holders.

3.1 Dialysis Before starting dialysis or other solvent exchange methods to attain
the desired pH and cosolute concentrations at high protein con-
centrations, a few steps need to be taken if starting with a liquid
protein stock solution with a relatively low protein concentration
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(e.g., c2 below ~ 20–50 g/L). See Notes 4–7 before proceeding to
the following steps.

1. Prepare 2 L of 20 mM acetate at pH 4.7 (denoted as buffer
solution; alternate pH and ionic strengths should be used if
desired) using distilled, deionized water (typical resistivity
~18 MΩ cm) and use a 0.45 μm filter to filter the buffer
solution.

2. Prepare MAb1 solution at ~20–50 g/L (see Note 8) and filter
using a 0.22 μm syringe filter (see Note 9).

3. Prepare dialysis membrane tubing or cassette with appropriate
molecular weight cut off (MWCO) (see Note 10) for MAb1
(see Note 11).

4. Transfer the MAb1 solution into the dialysis tubing or cassette,
making sure to avoid/eliminate bubbles.

5. Place the dialysis tubing or cassette loaded with MAb1 solution
into a 600 mL beaker filled with 500 mL of buffer solution.

6. Store the dialysis system and remaining buffer solution in
refrigerated conditions (2–8 �C).

7. Exchange (swap out) the external buffer solution every 8–12 h
for a total of four buffer exchanges of ~500 mL each. Leave
~100 mL of buffer to be used for subsequent dilutions (Sub-
heading 3.2).

8. At the end of the buffer exchange time, remove the dialysis
tubing or cassette from the beaker and transfer the MAb1
solution to a suitable syringe for filtration using a 0.22 μm
syringe filter.

9. Transfer the filtered protein solution to an Eppendorf or equiv-
alent test tube (depending on volume) and centrifuge at
3200–10,000 RCF for 10 min to eliminate residual bubbles
and any precipitates or remaining insoluble particles that were
not removed by filtration.

3.2 Concentrated

Protein Solutions

and Sample

Preparation Using

Gravimetric Dilutions

1. Before concentrating protein solutions, measure the concen-
tration of the dialyzed protein sample using UV absorbance at
280 nm and the corresponding extinction coefficient
(1.586 cm2/mg in the present case) for MAb1.

2. From the measured concentration calculate the final volume of
the concentrated MAb1 sample to attain the desired higher
protein concentration (see Note 12).

3. Using the buffer solution, rinse the inside of a 10 kDa MWCO
(adjust based on protein size) centrifugal filter tube and trans-
fer the MAb1 solution to be concentrated (see Note 13).
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4. Centrifuge the centrifugal filter tube at ~3000 RCF and
7–15 �C (see Note 14) until the desired volume is reached
(see Note 15).

5. Using a fine-tip transfer pipette gently mix the concentrated
MAb1 solution inside the centrifugal filter chamber to make it
easier to pipette.

6. Transfer the solution to a microcentrifuge tube and gently tap
and invert the tube a few times to mix the solution.

7. Centrifuge at ~10,000 RCF for 10 min to eliminate bubbles
that might form from the previous step and to sediment any
large particles/dust potentially introduced in prior steps.

8. Measure the pH of the concentrated MAb1 solution to ensure
it is at pH 5.0� 0.05. SeeNote 5 for steps to take if desired pH
is not reached.

9. Readjust the pH of the buffer solution from pH 4.7 to pH 5.0
using sodium hydroxide solution.

10. Measure the concentration of the concentrated MAb1 solution
using UV absorbance.

11. Use a spreadsheet to calculate the mass or volume of pH 5
buffer and concentrated MAb1 needed for each lower-
concentration sample.

12. Gravimetric dilutions are performed using mass plus correc-
tions for density increases with protein concentration (when
available): final concentration¼ initial concentration� dilution
factor.

13. Upon the addition of buffer/formulation solution, mix by
gently inverting the microcentrifuge tube to avoid formation
of concentration gradient of both protein and cosolutes.

14. Centrifuge all samples for 5–15 min at ~10,000 RCF immedi-
ately prior to loading into the light scattering cuvette or analo-
gous sample holder.

3.3 Light Scattering

Experiment

1. Turn on the light scattering instrument and corresponding
software to be used (Fig. 1). Follow instrument instructions
with regards to instrument warm up time, and safety
procedures.

2. Wash the cuvette vigorously as described below (see Note 16).

3. Start by rinsing out the scattering cuvette with water. If the
sample previously contained in the cuvette is not miscible with
water, first wash the cuvette using acetone or ethanol before
rinsing with water (see Note 17).

4. Wash both inside and outside of the cuvette using 10% w/w
SDS or 0.2% v/vHellmanex followed by thorough rinsing with
water. (Optional: rinse the inside of the cuvette again with
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ethanol taking care to avoid residue formation. Avoid touching
the scattering window(s) of the cuvette.)

5. Use dry and clean compressed air to completely dry the inside
and outside of the cuvette.

6. Make sure the outside of the cuvette is clean; Use lens cleaning
paper or task wipes (e.g., Kimwipes) with acetone/ethanol/
isopropanol/lab-grade quartz cleaner to gently clean the out-
side surface and avoid leaving any residue on the outside of the
cuvette after final cleaning.

7. Calibration with standard solution (e.g., toluene) when doing
SLS measurements.

8. Follow instructions from the manufacturer regarding instru-
ment/software calibration using a standard solution (usually
toluene).

9. For DAWN-HELEOS II, using a glass syringe with PTFE
based syringe filter, filter toluene into the clean cuvette and
place the cuvette into the instrument. Check to make sure the
scattering signal is clean and the temperature has stabilized
(~5 min in common configurations). In the instrument soft-
ware, open a calibration script and start the run. At the end of
the run (e.g., 1 min) the software will output a calibration
constant. Write down the calibration constant.

10. Wash the cuvette thoroughly after calibration and before add-
ing an aqueous sample into the cuvette/sample holder.

11. To load the protein solution into the LS cuvette, using an
automatic pipette, load 50–100 μL of sample into the cuvette
or follow the volumes recommended by the cuvette/instru-
ment manufacturer (see Note 18).

Fig. 1 Simplified schematic of a light scattering instrument. For instruments with DLS capability, an
autocorrelator will either be connected to or replace the detector(s). An attenuator may also be located
between the incident laser beam and the sample, or between the sample and the detector(s)
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12. After loading the sample into cuvette, check for bubbles on
internal cuvette surfaces and clean the cuvette external surface.

13. Place the loaded cuvette inside the LS instrument and allow the
sample to equilibrate/reach the instrument set-point tempera-
ture. Typically, this is ~5–6 min for 20–25 �C measurements.

14. Check for detector saturation. For higher concentrations sam-
ples, and/or very large proteins, and for conditions with large
net-attractive interactions, this may lead to sufficiently high
scattering intensity. Therefore, it may be necessary to decrease
the intensity of the incident laser. This is especially the case for
instruments that do not have automatic attenuation. Detector
saturation levels can be significantly different for SLS and DLS
instruments.

15. If detector saturation is observed (Fig. 2b), decrease the inten-
sity of the laser source either by decreasing the voltage or
adding neutral density filters between the laser source and the
sample. Be sure to perform a second calibration under the new
conditions after the sample measurements are complete.

16. For DLS, it is essential that the instrument have automatic
attenuation to prevent detector/autocorrelator saturations.
Figure 3b illustrates the effect of laser power on the fitted
diffusion coefficient if detector saturation is an issue.

17. Check for dust particles and/or bubbles based on scattering
signal. Scattering intensity should be random with little to no
significant spikes in signal. An illustrative scattering plot with
clean data vs. poor data is shown in Fig. 2a (see Note 19).

Fig. 2 Illustrative examples of (a) raw scatter intensity for clean sample (black circles) and a sample with dust
or bubble (red rectangles). (b) Excess Rayleigh ratio as a function of protein concentration where detector
saturation at the highest concentrations (red circles)
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18. DLS correlograms should be clean. The autocorrelation func-
tion should be horizontal at short lag times and show a single
exponential decay to a baseline near zero at longer lag times (see
Note 20).

19. It is recommended to collect data for a minimum of 5 min to
assure high quality signal-to-noise ratio, as well as to confirm
no artifacts from time-dependent aggregation events. For
DLS, ten measurements with 10 s acquisition time repeated
three times are recommended.

20. Export the data, if desired, to a data analysis package (Origin,
Matlab, Igor, etc.) following software instructions.

3.4 SLS Data

Analysis and Examples

1. For each protein concentration at a given solution condition,
take a time-average of the scattering light intensity, excluding
any obvious anomalies such as the “spike” shown in Fig. 2a that
is likely due to dust or other contamination, unless the user has
reason to expect those “spikes” are relevant for the sample.

2. Calibration correction using values attained from the standard
solution and following the manufacturer recommended proce-
dure. Final values should be given in the form of Rayleigh ratios
as in Eq. 1.

3. Subtract measured average value(s) from protein-free solution
to obtain excess Rayleigh ratios (Rex) and divide the obtained
Rex values by the calibration/optical constant K as shown in
Eqs. 2 and 3.

Fig. 3 Illustrative examples of (a) correlation coefficient for clean sample (black line) and a sample with dust or
aggregate (red line). (b) Collective diffusion coefficient as a function of percent laser power at various protein
concentrations. Arrow indicates increasing protein concentrations
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4. An illustrative example of Rayleigh scattering (Rex/K) as a
function of protein concentration for a monoclonal antibody
(MAb1) is shown in Fig. 4a [21].

5. Protein apparent molecular weights and/or protein–protein
interactions (via G22) can be obtained by fitting Eq. 2 [9]
against the experimental Rex/K vs. c2 data at low
concentrations.

6. At high protein concentrations, protein–protein interaction
can be quantified in terms of zero-q limit structure factor as
shown in Fig. 4b, or G22 (via inversion of Sq ¼ 0 ¼ 1 + c2G22).
The dashed line in Fig. 4b represents the steric-only contribu-
tion to Sq ¼ 0 (denoted Sq ¼ 0,ST) that was attained from coarse-
grained molecular simulations of a MAbmodel [22, 23]. Sq ¼ 0,

ST is less than or equal to 1, and decreases monotonically with
increasing c2, which can be attributed to an increase in repulsive
interactions due to molecular crowding at high c2. The MAb in
this example displays net-repulsive PPI relative to steric-only
behavior at pH 5, as Sq ¼ 0 is less than Sq ¼ 0,ST at all concentra-
tions above zero. At pH 8, Sq ¼ 0 is greater than Sq ¼ 0,ST at all
tested concentrations, which is indicative of net-attractive PPI.
At pH 6.5, the MAb has Sq ¼ 0 values that are close to Sq ¼ 0,ST

as a function of c2, indicating net-PPI that is not significantly
different from steric repulsions [21].

3.5 DLS Data

Analysis and Examples

1. If the experimental DLS correlation function displays a single
decay, use the method of cumulants to determine the collective
diffusion coefficient (DC) and polydispersity index ( p2) from
the intensity autocorrelation function (g2(t)) as shown in
Eq. 4 [17].

Fig. 4 (a) Excess Rayleigh scattering (Rex/K ) and (b) zero-q static structure factor (Sq ¼ 0) for MAb1 as a
function of protein concentrations for pH 5 (black circles), pH 6.5 (blue rectangles) and pH 8 (red triangles). The
purple dashed line corresponds to a reference steric-only coarse-grained MAb model (see Eq. 7 in ref. 23)
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2. The collective diffusion coefficient (DC) as a function of pro-
tein concentration for MAb1 is shown in Fig. 5a [21]. DC

initially increases with increasing c2 at pH 5 and pH 6.5, sug-
gesting net-repulsive protein–protein interactions. DC then
decreases after a maximum value which is presumably due to
competing effects of thermodynamic and hydrodynamic inter-
actions as shown by the relation in Eq. 5. At pH 8, DC

decreases monotonically with increased c2, consistent with
net-attractive PPI.

3. As mentioned above, the collective diffusion coefficient has
contributions from thermodynamic and hydrodynamic inter-
actions (Eq. 5). By combining the results from SLS (Sq ¼ 0) and
DLS (DC and D0) one can calculate the hydrodynamic factor
(Hq ¼ 0) by inverting Eq. 5 to express Hq ¼ 0 in terms of DC,
Sq ¼ 0, and D0. An example ofHq ¼ 0 versus protein concentra-
tion is shown in Fig. 5b. For MAb1, Hq ¼ 0 decreases with
increasing c2 at all pH values in this example.

4 Notes

1. Buffer, protein, and cosolute materials can be prepared/pur-
chased as desired. However, the presence of large particles does
considerably affect the quality of scattering data. Consequently,
it is strongly encouraged to avoid sources that might contain
particles (e.g., nano-sized particulate matter) that cannot be
filtered with a 0.22 μm filter.

2. The choice of filter and syringe should be appropriate for the
solvent and/or solution to be filtered. For example, low-

Fig. 5 (a) Collective diffusion coefficient (DC) and (b) zero-q hydrodynamic factor (Hq ¼ 0) for MAb1 as a
function of protein concentrations for pH 5 (black circles), pH 6.5 (blue rectangles), and pH 8 (red triangles)
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protein-binding filters such as PVDF will be ideal for filtering
the protein solutions, while a filter made with PTFE will be
necessary for filtering toluene.

3. A typical centrifugal filter unit used for protein solutions is an
Amicon Ultra Centrifugal filter (Millipore Sigma).

4. Changes in pH upon concentrating a sample depend on the
protein, ionic strength, buffer composition, and the initial
solution pH (before concentrating the sample). This is based
primarily on whether the protein will effectively act as the
dominant buffer species as the protein concentration increases.
Currently, this is not simple to predict quantitatively, and
remains a trial-and-error process. Examples of how the pH
changes with protein concentration are given in Ghosh et al.
[4]. Given that PPI can be very sensitive to solution pH, this
can be a key issue. In some cases, using higher concentrations
of buffer might help mitigate this problem, although that
necessitates working at higher ionic strength conditions that
may not be desirable for some applications.

5. To account for possible pH shifts as the protein concentration
increases (see Note 4): (a) Dialyze the protein solution at an
appropriate pH at low protein concentration or (b) concentrate
to the highest desired final protein concentration with buffer/
formulation exchange steps using centrifugal filtration (see
Note 6), but starting at lower (higher) solution pH than the
desired final pH; trial-and-error to refine the correct starting
pH value to achieve the desired final pH for a given final protein
concentration (see ref. 4 for an example with a monoclonal
antibody); achieve lower-concentration solutions by dilution
with buffer matched to the desired final pH value, and this
should match the pH value achieved after concentrating the
initial (more dilute) protein stock solution.

6. Drawbacks: increased solution viscosity as c2 increases; poten-
tial for incomplete protein material recovery (<90%); protein
aggregation at high concentrations; need to iterate the starting
pH to achieve the desired final pH and maximum protein
concentration.

7. To account for possible changes in cosolute concentration (due
to strong protein–cosolute interactions) after concentrating
the protein, perform two additional buffer exchange steps at
high protein concentration.

8. The starting concentration and volume is determined by how
much protein is needed to perform the experiment. LS cuvettes
or well plates often require volumes greater than 30 μL per
sample (higher volumes are typically necessary for high-
concentration samples because of losses due to handling with
high-viscosity samples). For example, if one desires to do LS on

34 Mahlet A. Woldeyes et al.

nicoletta.gnan@cnr.it



a series of samples with concentrations of 150, 125,
100, 75, 50, 25, and 10 mg/mL, a total of approximately
60 mg of protein will be required to have 100 μL of each
sample. While scattering is inherently a nondestructive
method, it is often desirable to run a set of samples immediately
in series or in parallel, and therefore recovering the sample for
dilution or reconcentrating is often not practical in realistic
workflows.

9. During the dialysis steps, only the last filtration step is needed
for high-quality data. However, the initial filtration step is
encouraged for relatively unstable proteins and those sensitive
to forming large particles/aggregates during dialysis.

10. A typical dialysis membrane for proteins with molecular
weights greater than 25 kDa is a Spectra/Por 7, 10 kDa molec-
ular weight cutoff (MWCO) dialysis membrane (Spectrum
Laboratories). Slide-A-Lyzer 10K MWCO dialysis cassettes
(Thermo Scientific) are also commonly used for dialysis.

11. Follow instructions to prepare the dialysis membrane tubing/
cassette before transferring the protein solution into the mem-
brane tubing. For example, some membranes require soaking
in water for 15 min, while others may require a more extensive
treatment, as many membranes are stored in solutions contain-
ing preservatives that will damage or jeopardize the stability of
protein solutions.

12. It is important to a priori determine the mass of protein mate-
rial that will be needed for all samples that will be measured for
the experiment (see Note 8).

13. In some cases, particle shedding from the filter material has
been reported during filtration steps. No robust solution is yet
available, so the reader must be aware that excessive sample
filtration might be detrimental to scattering data quality [24].

14. Temperatures significantly higher than refrigerated conditions
(i.e., greater than ~15 �C) are recommended during centrifu-
gation for shorter concentrating times with samples that
exhibit a pronounced increase in solution viscosity with
increased c2. However, proteins that are extremely sensitive to
temperature should be centrifuged at lower temperatures
(2–8 �C) to avoid possible loss due to aggregation during
this step.

15. The time it takes to reach the desired concentration, which can
range from ~10 min to hours, is dependent on the viscosity of
the solutions as well as the protein interactions. Empirically,
solution conditions which lead to attractive PPI often take
longer than those with repulsive PPI. However, as the point
of the LS exercise is to determine those PPI, it is not typically
possible to predict the necessary centrifugation time without
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preliminary data. Therefore, it is recommended that trial runs
for different centrifugation times are used to optimize as
needed. Additionally, the user must select the temperature for
this step based on potential solution viscosity and thermal
stability of the protein sample.

16. Light scattering experiments are very sensitive to dust and
particulates, due to the fact that the intensity of light scattering
increases nonlinearly with the size or characteristic dimension
(s) of the scattering species [25].Therefore, cleanliness during
sample preparation and experimental setup (cleaning of pipette
tips, tubes, cuvette, etc.) and proper filtering is essential. If
available, cleaning and filling cuvettes/sample holders in a
flow hood or laminar flow hood can help minimize contamina-
tion by dust [25].

17. Variations to the cleaning protocol can be used, and typically
cuvette or instrument vendors have suggestions for best clean-
ing practices.

18. For high protein concentration samples, more sample volume
may need to be loaded into the pipette tip than at low con-
centrations, as samples may be viscous.

19. The signal intensity must look random as a function of time.
The presence of a trend in the scattering intensity as a function
of time might highlight the presence of bubbles toward the
walls of the cuvette or long ranged correlations due to an
exceedingly strong protein–protein attractions or time-
dependent aggregation or sample degradation (e.g., protein
cleavage).

20. The correlation function should be a single exponential decay.
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Chapter 3

Quantitative Evaluation of Protein Solubility in Aqueous
Solutions by PEG-Induced Liquid–Liquid Phase Separation

Ying Wang and Ramil F. Latypov

Abstract

This chapter describes an experimental method to quantitatively evaluate the solubility of proteins in
aqueous solutions. Measurement of protein solubility can be challenging because low solubility can be
manifested through various pathways (e.g., crystallization, aggregation, gelation, and liquid–liquid phase
separation), some of which may occur over long periods of time. In the method described here, a nonionic
polymer, polyethylene glycol (PEG), is added to a protein solution of interest to induce instantaneous
formation of protein-rich liquid droplets. After incubation at a given temperature, the samples are cen-
trifuged. The protein concentration in the supernatant is measured at various PEG concentrations to
calculate an equilibrium binding free energy, which provides a measure of protein solubility. Based on the
first principles of thermodynamics, this method is highly reproducible and applicable to various proteins
and buffer conditions.

Key words Protein solubility, Colloidal stability, Aggregation, Crystallization, Liquid–liquid phase
separation, PEG, Gelation, Precipitation

1 Introduction

Low protein solubility may negatively affect protein function and
cause unwanted aggregation [1, 2]. Due to the attractive interpro-
tein interactions, folded proteins can become insoluble through
various pathways, including crystallization, liquid–liquid phase sep-
aration, colloidal aggregation, and gelation [3, 4]. In contrast to
high temperature unfolding, these protein condensation phenom-
ena usually occur at nondenaturing temperatures and relatively
high protein concentrations. Because all condensation phenomena
are driven by the inherent attractive interactions between protein
molecules, they are closely related to each other as shown in the
schematic phase diagram in Fig. 1 [5–7]. In principle, protein
solubility can be evaluated by studying any one of these condensa-
tion phenomena. However, protein crystallization and aggregation
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can take many months, and protein crystals are not always available
for solubility measurements.

In the method described herein, liquid–liquid phase separation
(LLPS) in protein solutions is used to quickly gauge protein solu-
bility. For most proteins, LLPS, marked by formation of protein-
rich droplets (Fig. 2), cannot be directly observed at temperatures
above the freezing point of the solution [8, 9]. To circumvent this
problem, a nonionic polymer, polyethylene glycol (PEG) that is
preferentially excluded from the immediate domain of the protein
[10], can be added to protein solution to induce LLPS at tempera-
tures above the freezing point [8, 9, 11]. In the presences of PEG,
LLPS can be readily observed for many proteins and buffer condi-
tions. In this method a sample is incubated for several hours and
then centrifuged at a given temperature. The equilibrium protein
concentration in the supernatant is measured at several initial PEG
concentrations. PEG introduces an additional attractive interpro-
tein interaction that is quantitatively described by a depletion inter-
action model [11, 12]. A binding free energy of the native
interaction between protein molecules can be calculated by extra-
polating the protein supernatant concentration to a no PEG condi-
tion [8, 9]. Low binding free energy indicates strong attractive
interprotein interactions, low protein solubility, and therefore
high probability of crystallization or aggregation [8, 9, 13]. With
this method, protein solubility can be quantitatively evaluated in
1 day using less than 1 mg of protein. Also, a high throughput
method can be developed to simultaneously screen solubility of
various proteins in different buffer conditions.

Fig. 1 A schematic phase diagram of a protein solution. The conditions for the
various protein condensation phenomena are delineated by the phase
boundaries in the phase diagram. Any point (e.g., the green star) on a phase
boundary can be used to evaluate protein solubility. This method measures the
points along the LLPS phase boundary indicated by the solid curve
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2 Materials

1. Phosphate buffered saline (1� PBS), pH 7.2, or any other
buffer of choice (see Note 1).

2. Polyethylene glycol MW 3350 (see Note 2).

3. Protein: an IgG monoclonal antibody or any other protein of
interest (see Note 3).

4. Analytical balance.

5. Refrigerator, cold room, or a water bath calibrated for 2–8 �C.

6. Refrigerated microcentrifuge (e.g., Fisher Scientific accuSpin
Micro 17R or equivalent).

7. UV-Vis spectrophotometer (Thermo Scientific NanoDrop™
8000 or equivalent is useful when dealing with limited
material).

8. ABBE Refractometer (ATAGO, Model DR-A1 or equivalent)
(optional, see Note 4).

9. 0.5 mL clear polypropylene centrifugation tubes (Eppendorf
or equivalent).

Fig. 2 Liquid–liquid phase separation in a 1 mg/mL IgG monoclonal antibody
solution induced by the addition of 5.5% PEG3350. The scale of the white bar is
10 μm
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3 Methods

This section provides step by step instructions for executing
PEG-LLPS assay of a monoclonal antibody in phosphate buffered
saline (PBS) at pH 7.2. Same procedure is applicable for other
proteins and buffers.

1. Prepare 1 g of 40% (w/w) PEG3350 stock solution by dissol-
ving 0.4 g PEG3350 in 0.6 g of buffer by vortexing. Weigh
both PEG and buffer (PBS hereafter in this example) using an
analytical balance to calculate the accurate concentration of
PEG. After vortexing, the concentrated PEG stock solution
may contain air bubbles. Centrifuge at 3500 rcf for 2 min to
remove bubbles (see Note 5).

2. Determine the concentration of the protein (IgG1 in this
example) stock solution, c, by measuring the UV absorbance,
A, at 280 nm and applying the Beer-Lambert law, c ¼ A/εl.
Here, ε ¼ 1.5 mL/mg cm is the extinction coefficient of the
IgG1 at 280 nm, and l ¼ 1 cm is the length of the light path.
The protein concentration in the stock solution should be
above 4 mg/mL. Prepare 0.5 mL of 2 mg/mL and 0.15 mL
of 4 mg/mL protein solutions by diluting protein stock with
PBS (see Note 6).

3. Determine the lowest PEG concentration needed for inducing
LLPS in the protein solutions in the following way. Prepare
20 μL each of 5%, 10%, 20%, and 40% (w/w) PEG in clear
0.5 mL tubes by accurately mixing the 40% PEG stock and
buffer (seeNote 7). Add 20 μL of 2 mg/mL protein sample to
each of the preprepared PEG solutions and immediately mix by
vortexing for 3–5 s.

4. Incubate the samples at 4 �C for 15 min. Record the lowest
final PEG concentration (2.5%, 5%, 10%, or 20%) at which the
sample becomes cloudy due to LLPS (see Note 8). This step
can be repeated using a narrower PEG concentration range to
get a more accurate estimate of the minimum PEG concentra-
tion needed for inducing LLPS. For the antibody used here, 8%
PEG3350 was found to be sufficient to induce LLPS.

5. Use the buffer and the PEG stock (40%) to prepare 200 μL of
each of the three PEG solutions: (a) twice the minimum PEG
concentration determined in step 3 (e.g., 8 � 2 ¼ 16%), and
(b, c) two samples at higher PEG concentrations with a 4%
increment (in this case 20% and 24%).

6. Prepare the samples for solubility assay as follows. Use the
2 and 4 mg/mL protein solutions, buffer, and the three PEG
solutions from step 4 (i.e., 16%, 20%, and 24% PEG) to prepare
seven samples shown in the Table 1. The recommended order
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of solution addition is protein solution, then buffer, and finally
PEG. Mix each sample immediately after the addition of all
three components by brief vortexing (3–5 s).

7. Incubate all samples including the control (0% PEG) at 4 �C
overnight to reach equilibrium (see Notes 9 and 10).

8. Briefly centrifuge all seven samples at a maximum speed
(10,000–17,000 � g) for 20–30 s in a refrigerated centrifuge
set at the incubation temperature of 4 �C (see Note 11).

9. After centrifugation, a white precipitate is typically observed at
the bottom of the test tube, whereas the supernatant is trans-
parent. Immediately, place the samples back at 4 �C before
proceeding to step 10.

10. Without disturbing the precipitate, slowly pipet 10 μL of the
supernatant from the top center of the transparent solution to
measure protein concentration. The collected supernatant can
be kept at ambient temperature for concentration measure-
ment, but the tube needs to be sealed to avoid drying. Return
the rest of the sample to 4 �C (see Note 12).

11. Determine protein concentration, c1, in the supernatant
from step 8 by measuring the UV absorbance at 280 nm and
applying the Beer–Lambert law. The concentration of sample
1 (control without PEG) should remain the same as in the
sample prepared originally. If there is significant reduction
of the protein concentration in sample 1, this may suggest
fast crystallization or aggregation (unusual in the case of anti-
bodies). If this does occur, the incubation time should be
shortened.

Table 1
The sample preparation chart for step 5

Sample list

Protein solution

Buffer

PEG solution
Final protein,
mg/mL

Final PEG
(w/w)2 mg/mL 4 mg/mL 16% 20% 24%

1 (control) 50 μL – 50 μL – – – 1 0

2 50 μL – – 50 μL – – 1 0.08

3 – 50 μL – 50 μL – – 2 0.08

4 50 μL – – – 50 μL – 1 0.10

5 – 50 μL – – 50 μL – 2 0.10

6 50 μL – – – – 50 μL 1 0.12

7 – 50 μL – – – 50 μL 2 0.12
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12. Check if the protein concentration of sample pairs with the
same PEG content, that is, 2 and 3; 4 and 5; and 6 and 7, is
within 20% error (corresponding to an acceptable small error in
the calculated binding free energy). If this is confirmed, the
samples are fully equilibrated. Then, record these protein con-
centration values, c1, in Table 2 for the calculation in step 15
(see Note 13).

13. Measure the refractive index (RI) of the supernatants to deter-
mine the PEG concentration, c2, for samples 2–7 using a linear
fit, shown in Fig. 3. Record the PEG concentrations, c2, in
Table 2 for the calculation in step 14. The use of PEG with a
different molecular weight or in a different buffer may require
performing a separate calibration experiment. The use of an
experimentally measured PEG concentration in supernatant
verified by RI improves the accuracy of themethod (seeNote 4).

14. Calculate the reduced osmotic pressure of PEG, Π̂2, for sam-
ples 2–7 from their PEG concentration, c2, using Eq. 1.

Π̂2 ¼ 1000c2
M 2

1þ 0:49
c2
c2∗

� �1:25
" #

ð1Þ

c2, is the PEG concentration of samples 2–7 in Table 2. M2 is
the molecular weight of PEG (M2 ¼ 3350 for PEG 3350).

c∗2 ¼ M 2�18
44

� ��0:8
=0:825 is the dilute-semidilute crossover con-

centration of PEG. The calculated Π̂2 has a unit of mol/L. Fill
Table 2 with calculated Π̂2 values. The values of Π̂2 for PEG
3350 in the concentration range 0–0.2 (i.e., 20%) can also be
read from Fig. 4.

15. Use the supernatant protein concentration, c1, of samples 2–7
in the units of mg/mL to calculate the natural logarithm lnc1
and complete Table 2.

Table 2
The measured protein (IgG1 in this example) and PEG concentrations in supernatant, and the
calculated values of ln c1 and Π̂2 for the determination of the binding free energy

Supernatant
Protein concentration,
c1, (mg/mL)

PEG concentration,
c2, (w/w) Π̂2 ln c1

Sample 2 0.604 0.100 0.0788 �0.504

Sample 3 0.605 0.101 0.0802 �0.503

Sample 4 0.248 0.110 0.0935 �1.39

Sample 5 0.248 0.110 0.0935 �1.39

Sample 6 0.101 0.120 0.110 �2.29

Sample 7 0.118 0.119 0.108 �2.14
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16. Then, determine the binding free energy by linear regression of
ln c1 vs. Π̂2 according to Eq. 2 (Fig. 5).

ln c1 ¼ σΠ̂2 þ μ̂cp ð2Þ
17. Two fitting parameters are obtained from the linear regression

in Fig. 5. The absolute value of the negative slope, σ¼ 57.9 L/
mol for this protein, is the molar depletion zone of the protein
which is roughly proportional to the surface area of protein
molecule. The intercept, μ̂cp ¼ 4.07 for this protein in PBS, is

Fig. 3 PEG3350 (dissolved in PBS at pH 7.2) concentration (w/w) vs. RI

Fig. 4 The calculated Π̂2 of PEG3350 at various PEG concentration (w/w) in the
range of 0–0.2 (20%)
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the binding free energy. μ̂cp provides a measure to compare the
solubility of various proteins in different solutions. Larger
positive μ̂cp indicates higher protein solubility and thereby
lower risk of aggregation or precipitation (see Note 14).

4 Notes

1. If a different buffer is used in place of PBS, all PEG and protein
solutions must be prepared in this buffer. In our experience
various aqueous buffers can be used (e.g., phosphate, acetate,
histidine, citrate, and Tris). Buffers containing organic solvents
have not been tested; care should be taken when using such
buffers that contain organic solvents, as this can potentially
diminish PEG’s ability to induce LLPS.

2. The recommended range of PEG molecular weights is from
1450 to 8000 Da. PEG molecules with a very low or very high
molecular weight may not be able to effectively induce LLPS in
protein solutions. Within the recommended molecular weight
range, the higher the molecular weight of PEG, the stronger
the depletion interaction it generates, that is, a lower percent-
age of PEG8000 would be needed to induce LLPS in a protein
solution at the same temperature as compared to PEG1450.

3. This method is applicable to most proteins. However, two
types of proteins are not suitable for this test. Type one is a
protein that is very insoluble, in which case fast aggregation or
crystallization (within a couple of hours) may preempt LLPS
making this method inapplicable. Type two is a protein

Fig. 5 Linear regression of ln c as a function of Π̂2 for the samples 2–7
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of a low molecular weight, in which case PEG can be less
effective in inducing LLPS. Therefore, monomeric peptides
(MW < 10 kDa) are generally not suitable for this method.
However, it works well in the case of peptides that form oligo-
mers with high apparent molecular weights [14].

4. A refractometer should be used to measure the refractive index
and thereby determine the PEG concentration in step 9. If the
instrument is not available, the concentration of PEG solutions
in step 4 can be calculated by accurately recording weights of
the PEG stock and buffer mixed during preparation. The final
PEG concentrations in Table 1 shall then be used to fill in
Table 2.

5. When using PEG with a higher molecular weight than
PEG3350, a more dilute PEG stock solution can be prepared
because less PEG is needed to induce LLPS (seeNote 2). Also,
it may become difficult to dissolve higher molecular weight
PEG at a high concentration because of high viscosity. We
found that brief heating of the solution in a glass vial on a hot
plate for 3–5 s can facilitate PEG dissolution.

6. Protein concentrations higher than 2–4 mg/mL can be used.
However, it is recommended that the final protein concentra-
tion in Table 1 does not exceed 5 mg/mL, for an accurate
calculation of the binding free energy.

7. Because PEG solutions are very viscous, a positive displacement
pipette should be used. Alternatively, great patience should be
exercised during pipetting. We recommend waiting until the
solution level in the pipette tip stops rising during aspiration,
and to make sure that all solution within the tip is expelled
during dispensation.

8. Proteins may exhibit greater solubility at pH values far from the
isoelectric point. If LLPS is not observed with 20% PEG3350,
both protein and PEG concentrations may be increased.
Higher final PEG concentrations can be obtained, for example,
by mixing 40% PEG3350 with 4 mg/mL protein in a 3:1 ratio.
If no LLPS is observed even at the final concentrations of
5 mg/mL protein and 30% PEG3350, the protein has excep-
tionally high solubility in the given buffer and is unlikely to
exhibit solubility issues over extended storage.

9. This protein solubility assay may also be performed at other
incubation temperatures, such as room temperature, although
higher PEG concentrations will be needed to induce LLPS at
higher temperatures. Whatever the experimental temperature
might be, the samples in step 3 need to be incubated at the
same temperature to determine the lowest required PEG
concentration.
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10. Protein samples can reach equilibrium within different incuba-
tion time ranging from minutes to 24 h. Equilibrium is con-
firmed as described in step 12. If equilibrium is reached
quickly, shorter incubation may be used to avoid potential
complications arising from crystallization or aggregation.

11. It is recommended that the centrifuge rotor is precooled to
ensure the incubation temperature is maintained during
centrifugation.

12. Care should be taken not to raise sample temperature during
supernatant removal as this may resolubilize the pellet. During
supernatant removal, a brief (~1 min) exposure to ambient
temperature is allowed.

13. If the protein concentrations, c1 of the samples 3, 5, and 7 are
systematically higher than those of samples 2, 4, and 6, equilib-
rium has not been reached. In such a case, consider vortexing
the leftover samples from step 12 for 5 s to resuspend the
precipitate. Allow further incubation and repeat steps 7–12.

14. μ̂cp is in the unit of RT, whereR is the gas constant and T is the
absolute temperature. Interested readers are referred to ref.
8 for derivation of Eq. 2, where a more detailed analysis specific
to monoclonal IgGs was conducted and slightly different nota-
tions were used. In particular, Π̂2 used here is equal to Π2

N AkT
in

the referenced publication; μ̂cp is equal to
�εB
kT þ ln M 1

v0NA

� �
; σ was

denoted as Δv. In this chapter, μ̂cp is used to simplify data
analysis. μ̂cp can be used to compare solubility of various
proteins in different buffers, but its absolute value does not
have rigorous physical meaning due to the dependency on the
unit of protein concentration. The binding energy, εB,
reported in reference [8] directly characterizes the energy of
interprotein interaction. To calculate

εB ¼ �kT μ̂cp þ kT ln M 1

v0N A

� �
, the value of M 1

v0N A
� 1100 mg/

mL can be used. This value was determined for IgGs as
described in reference [8] and may be applied to other proteins
as an approximation.
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Chapter 4

Measuring Protein Solubility

Neer Asherie

Abstract

Protein solubility determines the conditions under which the protein will remain in solution. As a result, it is
an important quantity in applications that involve concentrated protein solutions. Here I describe the
solubility measurement of the protein thaumatin in the presence of tartrate ions as a function of tempera-
ture. This method can be used to measure the solubility of other proteins.

Key words Protein, Solubility, Thaumatin, Protein crystallization, Phase diagrams

1 Introduction

Protein solubility is the concentration of protein that is in equilib-
rium with a crystalline phase under a given set of conditions
[1]. The solubility is a key thermodynamic quantity that provides
insight into protein interactions [2]. It is also a fundamental param-
eter in many applications that require proteins to either remain
soluble or form crystals. For example, the formulation and delivery
of protein pharmaceuticals is often hampered by low protein solu-
bility [3]. Progress in structural biology is subject to the opposite
constraint: crystals for X-ray crystallography studies will only form
if the solubility is exceeded [4].

The solubility of a protein will depend on the solubility condi-
tions. The most common factors to be varied are the temperature,
pH, and salt concentration (typically that of an additive, but the
concentration of the buffer itself can also be varied) [5]. Tempera-
ture has the advantage of simplicity as it can be increased or
decreased easily and reversibly [6]. The solubility curves as a func-
tion of temperature have been determined for many proteins,
including lysozyme [7], α-amylase [6], bovine pancreatic trypsin
inhibitor [6], γ-crystallins [8], glucose isomerase [9], human
hemoglobin C [10], and IgG antibodies [11]. Here we use the
intensely sweet protein thaumatin, which is readily crystallized in
the presence of L-tartrate ions [12], to present a protocol for

Jennifer J. McManus (ed.), Protein Self-Assembly: Methods and Protocols, Methods in Molecular Biology, vol. 2039,
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solubility measurements. Using this protocol we have obtained
reproducible results for the solubility of thaumatin with both L-
and D-tartrate [13].

2 Materials

Prepare all solutions using deionized water (resistivity of 18MΩ cm
at 25 �C) and analytical grade reagents. For reliable results, it is
essential for both the protein and tartrate to be pure; contaminants
in either the protein or the tartrate can significantly affect the
solubility [14]. Prepare and store all reagents at room temperature
(unless indicated otherwise). Filter all solutions with a 0.22 μm
filter before use.

1. Pure monomeric thaumatin in buffer used for purification (see
Note 1). Store at 4 �C.

2. Crystallization buffer: 10 mM sodium phosphate buffer
(pH ¼ 7.3; σ ¼ 1.5 mS/cm) with 0.002% (m/v) sodium
azide. Add 1.931 g of dibasic sodium phosphate (anhydrous),
0.883 g of monobasic sodium phosphate (monohydrate) and
0.040 g of sodium azide to 1900 ml. Stir until all solids have
dissolved. Make up to 2 l with water and measure pH and
conductivity. Store at 4 �C.

3. Tartrate solution (1 M). Weigh 1.501 g of L-tartaric acid and
dissolve in 5 ml of the crystallization buffer. Adjust pH to 7.3
with NaOH as necessary (see Note 2) and make up to 10 ml
with crystallization buffer.

4. Tartrate solution (0.5 M). Dilute 5 ml of the 1 M sodium L-
tartrate solution with 5 ml of the crystallization buffer.

2.1 Equipment 1. Ultrafiltration stirred cell.

2. Centrifugal ultrafiltration device.

3. Disposable borosilicate culture tubes (6 � 50 mm).

4. Pyrex mixing beads (3 mm).

5. Temperature-controlled thermally isolated chamber.

3 Methods

3.1 Production

of Crystals

Carry out all procedures at room temperature, unless otherwise
specified.

1. Place approximately 150 mg of pure monomeric thaumatin
solution in an ultrafiltration stirred cell with a 10 kDa mem-
brane for diafiltration into the crystallization buffer
(see Note 3). Filter the dialyzed solution with a 0.22 μm filter
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(see Note 4). The final concentration should be approximately
12 mg/ml in 11 ml (typical protein losses are about 10% of the
initial mass).

2. Concentrate the protein solution up to approximately
100 mg/ml in a centrifugal ultrafiltration device.

3. Collect clear supernatant (see Note 5) and measure its concen-
tration (see Note 6).

4. Keep this high concentration protein solution on ice while the
crystallization experiment is started (see Note 7).

5. Place 150 μl of protein solution in a disposable borosilicate
culture tube and add 150 μl of crystallizing agent (1 M sodium
L-tartrate solution). Stir briefly and gently on a vortexer (see
Note 8).

6. Store the tartrate–thaumatin mixture at 4 �C and inspect peri-
odically. If any turbidity or solid phase can be seen by eye,
remove a 3 μl aliquot and check for crystals by bright field
and polarized microscopy. Bipyramidal thaumatin crystals
form within a few hours and sufficient crystals for solubility
measurements form overnight (see Note 9).

3.2 Solubility

Measurement

The solubility measurement described below is made by allowing
the thaumatin crystals to dissolve into an undersaturated solution
until equilibrium is reached. This approach is both rapid and reli-
able. To check the consistency of the results obtained this way,
some solubility measurements can be made starting with supersat-
urated protein solutions (see ref. 15).

1. Choose the temperature for the solubility measurement. Here
we will use 22 �C, which is assumed to be room temperature.

2. Remove the supernatant from the culture tube using a long-
tipped pipette and measure its concentration (see Note 10).
Leave the crystals behind.

3. Add 50 μl of equilibration solution (0.5 M sodium L-tartrate
solution) to wash the crystals of any protein solution. Remove
the supernatant and measure its concentration. Repeat this step
as needed until the concentration of protein in the supernatant
is sufficiently small (see Note 11).

4. Add 100 μl of equilibration solution (0.5 M sodium L-tartrate
solution) and a 3 mm Pyrex mixing bead to the protein crystals.

5. Gently mix protein solution for 48 h (see Fig. 1).

6. Stop mixing and let the crystals sediment in the protein solu-
tion until the supernatant is clear (about 4 h).

7. Remove a 25 μl aliquot to measure concentration of protein in
the supernatant (see Notes 12 and 13).

8. Resume mixing of protein solution for another 48 h.
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9. Repeat steps 6 and 7.

10. If the concentrations measured in steps 7 and 9 (i.e., after
48 and 96 h) are the same within experimental error, take the
average and record this as the solubility measurement.

Fig. 1 Rotary mixer for solubility experiments. The tube containing the sample
(crystals and solution not shown) and the glass bead are rotated at
approximately 0.5 Hz to gently mix the crystals and the solution. The tube is
attached to the mixer using Velcro. The whole device is placed in a thermally
isolated, temperature-controlled chamber

Fig. 2 The solubility of thaumatin. The solubility in 0.5 M sodium L-tartrate
(squares) and 0.5 M sodium D-tartrate (triangles). All solutions contained 10 mM
sodium phosphate (pH ¼ 7.3) with 0.002% sodium azide. The D-tartrate results
were obtained by the method described in the text. Reprinted with permission
from ref. 13. Copyright 2008 American Chemical Society
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11. If the two differ, resumemixing and repeat steps 6 and 7. If the
96 and 144 h measurements are the same, take the average and
record this as the solubility measurement. Otherwise, repeat
the solubility measurement with a new sample (see Note 14).

12. Once a solubility measurement has been made, start again at
step 1 by choosing a different temperature (see Note 15).
Repeat until the solubility curve has been determined (see
Fig. 2).

4 Notes

1. For this protein, collecting the monomer fraction after a single
purification step with a preparatory scale size-exclusion chro-
matography column yields pure monomeric thaumatin. For
details of the purification procedure, see ref. 14.

2. We use 5MNaOH to raise the pH. To minimize the formation
of the poorly soluble sodium hydrogen tartrate, the first
amount of NaOH should be relatively large and the solution
should be vigorously stirred. We find that adding 3 ml of 5 M
NaOH to the initial 5 ml of tartaric acid results in the momen-
tary formation of a small amount of white precipitate that
quickly redissolves. The remaining NaOH (approximately
another 300 μl) is added dropwise to reach the target pH of
7.3.

3. Our purification procedure produces thaumatin at 2.7 mg/ml
in 0.275 M sodium acetate buffer (pH ¼ 4.5), so we start with
approximately 55 ml of protein. We add to it about 300 ml of
crystallization buffer for the first diafiltration step and then
repeat for an additional three steps. At each step we reduce
the volume to approximately 20 ml and the refill the diafiltra-
tion cell up to 350 ml with the crystallization buffer.

4. Wet the filter with the crystallization buffer before filtering the
protein solution. We find that a wet filter results in a smaller
mass loss than using a dry filter.

5. Though some of the protein precipitated as it was concen-
trated, the precipitate adhered to the concentrator, making it
possible to collect a clear solution of protein. The collection can
be done directly from with a pipette or by inverting into the
caps supplied by the manufacturer and centrifuging as
instructed.

6. The extinction coefficient of thaumatin was taken to be
E0.1% ¼ 1.27 mg ml�1 cm�1.

7. Keeping the high concentration solution on ice delays any
further precipitation.
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8. For simplicity, the protocol focuses on a single protein sample.
However, to obtain reliable measurements, we typically make
three protein samples at a time. Also, we run control samples
with only protein (no precipitant) and only precipitant
(no protein). These controls should remain clear throughout
the experiment.

9. The solution conditions are such that only protein crystals
should form. For a more detailed discussion about avoiding
the formation of tartrate crystals (see ref. 14).

10. A useful check that all is going well: the concentration
measured in this step should be smaller than the original con-
centration measured in Subheading 3.1, step 3.

11. The goal of the wash is to create an undersaturated solution by
removing as much of the protein that is not in the crystals as
possible. Care must be taken so as not to completely dissolve
the crystals. For the solubility measurement to be reliable,
there must always be crystals in the tube. Therefore, the equili-
bration solution should be at the temperature of the solubility
measurement and the washes should be done with small
volumes of solution and as rapidly as possible. We find that
two washes typically suffice.

12. The supernatant solution must be clear so that no crystals are
included in the aliquot for the protein concentration
measurements.

13. This concentration measurement can usually be done directly
in a spectrophotometer However, it is important to check that
the precipitant and buffer do not absorb at 280 nm as this
absorption can affect the accuracy of the measurement. For the
thaumatin–tartrate mixtures (0.5 M tartrate), we find that the
absorption at 280 nm is smaller than the experimental error for
almost all of the data presented here. When high accuracy
measurements are required, we separate the protein contribu-
tion to the absorbance using high-performance size-exclusion
chromatography and determine the protein concentration
from the area of the well-resolved protein peak (see ref. 14).

14. To overcome such problems, we measure the solubility for two
or three protein samples simultaneously and then discard any
inconsistent or inconclusive data.

15. For a protein with normal solubility—one that increases with
temperature—it is simplest to start at a low temperature and
then raise it. In this way, all solubility points will be determined
through dissolution into undersaturated solutions. For a sys-
tem with retrograde solubility—one that increases with tem-
perature—it is easiest to start from a high temperature and then
lower it. Of course, if the type of solubility is unknown, then
the direction chosen will be an educated guess.
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Chapter 5

Integral caa3-Cytochrome c Oxidase from Thermus
thermophilus: Purification and Crystallization

Orla Slattery, Sabri Cherrak, and Tewfik Soulimane

Abstract

Cytochrome c oxidase is a respiratory enzyme catalyzing the energy-conserving reduction of molecular
oxygen to water—a fundamental biological process of cell respiration. The first crystal structures of the type
A cytochrome c oxidases, bovine heart and Paracoccus denitrificans cytochrome c oxidases, were published
in 1995 and contributed immensely to the understanding of the enzyme’s mechanism of action. The senior
author’s research focus was directed toward understanding the structure and function of the type B
cytochrome c oxidases, ba3-oxidase and type A2 caa3-oxidase, both from the extreme thermophilic
bacterium Thermus thermophilus. While the ba3-oxidase structure was published in 2000 and functional
characterization is well-documented in the literature, we recently successfully solved the structure of the
caa3-nature made enzyme-substrate complex. This chapter is dedicated to the purification and crystalliza-
tion process of caa3-cytochrome c oxidase.

Key words Cytochrome c oxidase, caa3-Oxidase, Chromatography, Crystallization, Bioenergetics,
Thermus thermophilus

1 Introduction

Cellular respiration is essential for life. Fundamental food mole-
cules produced after digestion, such as glucose, are oxidized to
carbon dioxide and water. In this process, the energy released is
harnessed in the formation of ATP for use in the energy-expending
processes carried out by the cell. Cytochrome c oxidase is the
terminal enzyme of the respiratory chain belonging to the heme–-
copper oxidase (HCO) superfamily [1, 2]. The specific function of
this enzyme is to catalyze the transfer of electrons from cytochrome
c to oxygen, thereby reducing it to water, while also pumping
protons across the membrane to create a charge gradient. Accord-
ing to vital residues within their proton pumping networks, cyto-
chrome c oxidases are classified into groups A, B, and C.

Over the past two decades, a number of structures of mamma-
lian and bacterial cytochrome c oxidases have been determined
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[3–8] revealing key features of the structure/function relationship.
In addition, a wealth of spectroscopic and site-directed mutagenesis
data exists that has amplified knowledge of the enzyme’s mecha-
nism, although some conflicting theories are still controversially
discussed.

One of the key organisms that have been studied in relation to
its cytochrome c oxidases is the extreme thermophile, Thermus
thermophilus HB8 (ATCC 27634). This gram-negative bacterium
can be found living at temperatures in the region of 90 �C in hot
springs of Izu in Japan [9]. It expresses two different cytochrome
c oxidases, the ba3-oxidase, which is expressed under low oxygen
tension and the constitutively expressed caa3-oxidase, the subject of
this article. The ba3-enzyme is the most divergent of the heme–-
copper oxidase superfamily, while the caa3-type enzyme displays
good sequence similarity to other members of the family, in partic-
ular, the purple bacteriumRhodobacter sphaeroides (44.8% sequence
identity) and the soil organism Paracoccus denitrificans (44.5%
sequence identity).

Cytochrome c oxidase consists of three core subunits found in
all members of the HCO superfamily [10] with the exception of the
ba3-oxidase from T. thermophilus [5] which is a two-subunit
enzyme. Subunits I and II/IIa are catalytically active. The exact
function of subunit III in the cytochrome c oxidase family is not
known, although it is believed to be important for structural stabil-
ity and possibly to be involved in the assembly of the complex
[11]. It has also been proposed to form the entrance to an oxygen
channel leading to the active site [12]. Subunit I consists of twelve
conserved transmembrane helices as well as the low-spin heme
a and the binuclear center, heme a3CuB, where oxygen reduction
takes place. Subunit II holds the docking site for the enzyme’s
substrate, cytochrome c. It consists of two transmembrane helices
that interact with subunit I and a ten-stranded β-barrel domain
protruding into the extramembranal environment. This globular
domain contains the CuA center, where electrons are received from
cytochrome c [2].

According to the structures available, all but the ba3-oxidase
have additional subunits whose function is unknown. Bovine heart
cytochrome c oxidase has ten additional subunits, making this the
largest known enzyme of this kind. The enzymes from,
P. denitrificans andR. sphaeroides both have one additional subunit,
namely, subunit IV, a single membrane spanning helix, neither of
which bears any sequence identity to the other or to subunit IV of
the bovine heart cytochrome c oxidase.

Caa3-cytochrome c oxidase from T. thermophilus is unique in
that it consists of two fusion proteins linking subunits I with III
(SUI/III) and subunit II with cytochrome c (SUIIc). The caa3-
oxidase was first described in 1980 as a two-subunit enzyme con-
taining the metal centers characteristic of the heme–copper oxidase
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[13]. Although maintaining high sequence homology to other
cytochrome c oxidases, the arrangement of the subunits in this
particular enzyme are slightly different. The 89 kDa subunit con-
taining heme a and the binuclear center was identified as a fusion
protein between the typical subunits I and III (SU I/III) [14] and
most interestingly, the 39 kDa subunit II containing the CuA
domain was found to be fused to a cytochrome c (SU IIc)
[15]. Interestingly, this implies that the enzyme is coupled to its
substrate, leading to the speculation that the soluble
T. thermophilus cytochrome c552 electron carrier [16, 17] may not
be the molecule responsible for electron transfer between the oxi-
dase and the T. thermophilus bc complex; rather, the fused cyto-
chrome c of SU IIc may act as the conduit molecule between the
two complexes [18].

The crystal structure of the caa3-oxidase was solved to 2.36 Å
in 2012 [8] which confirmed the arrangement of SU I/III and SU
IIc and additionally, revealed the presence of a fourth subunit
(SU IV) comprising two transmembrane helices (Fig. 1). The
structure also has uncovered many details about the entry of elec-
trons into the protein complex, suggesting that electrons may be
transferred via edge-to-edge interaction of the soluble electron
transporter cytochrome c552 and cytochrome c of SU IIc. This
theory goes against the earlier proposal regarding the formation
of a bc-caa3-oxidase “supercomplex” [18]. From there the

Fig. 1 The crystal structure of the caa3-oxidase to 2.36 Å [8] showing the
arrangement of the three subunits in ribbon form. SU I/III is colored blue, SU
IIc is colored red, and SU IV is colored green and seen to be traversing the
surface of SU I/III. CuA is depicted as a green sphere and hemes are colored red.
This image was created using Pymol [19]
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electrons are proposed to travel via the D-pyrrole and D-propionate
of the SU II heme c on to a Phe and Cys residue and from there to
the CuA center. The progress of electrons beyond this point is
similar to other cytochrome oxidase enzymes. Briefly, the electron
is subsequently passed to heme a in subunit I via two highly con-
served Arg residues. From heme a, the electrons are passed to a
conserved Phe residue and on to heme a3 of the binuclear center.
O2 binding occurs once the binuclear center has been reduced by
two electrons.

The caa3-oxidase structure revealed evidence for the presence
of the two main D and K proton pathways that are common to all
Type A HCOs, due to the presence of an aspartic acid and a lysine
residue at entrance to each respectively [20]. These pathways are
required for protonation of molecular oxygen for water formation
and for protons to be pumped across the membrane. These two
pathways have been recognized in all cytochrome c oxidase struc-
tures, either through the identification of conserved key residues or
as with the ba3-oxidase, through comparable locations within the
molecules [5]. By and large, these proton transfer pathways consist
of hydrogen-bonded water molecules and protonatable polar
amino acid side chains [21]. In the caa3-oxidase, the terminus of
the D-pathway was found to have a proton gating site consisting of
a Tyr-Ser motif that differs from the canonical glutamate found in
other Type A HCOs, hence the caa3-oxidase is termed a Type A2
HCO [8, 20].

Also interesting is the fact that both T. thermophilus ba3 and
caa3-oxidases, exhibit significant NO reductase activity [22]. This is
in contrast to the beef heart oxidase which has been shown to bind
NO but not to turn over the substrate to N2O. This evidence
would suggest that the processes of aerobic respiration and bacterial
denitrification evolved from common ancestry.

The aim of this chapter is to summarize the purification and
crystallization procedure that led to the growth of well-ordered
three-dimensional crystals suitable for X-ray analysis of the
T. thermophilus caa3-cytochome c oxidase [8].

2 Materials

All solutions are prepared using ultrapure water (resistivity
18.2 MΩ). All reagents are analytical grade, unless specified
otherwise.

2.1 Cell Paste 1. T. thermophilus HB8 biomass can be obtained from 100 L
fermentation carried out according to a well-established proto-
col [23, 24] in a stainless steel jar fermenter under 0.5 volume
air per volume medium per minute at 70 �C using the follow-
ing media: EGTA (Titriplex IX) 0.04 M, Na2SO4 0.8 M,
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MgSO4∙7H2O 0.41 M, NaCl 9 mM, KCl 1.02 mM, CaCl2
0.04 mM, K2HPO4 2.8 mM, KH2PO4 2.2 mM, NaHCO3

5–10 mM, Tris 40 mM, Fe-citrate 3.5 μM, MnSO4∙H2O
9.2 μM, ZnSO4∙7H2O 1.9 μM, H2SO4 2.1 μM, CuSO4∙5H2O
1 μM, Na2MoO4∙2H2O 0.1 μM, CoCl2 0.2 μM, D-biotin
8 μM, monosodium glutamate 50 mM, glucose 16.7 mM,
yeast extract 5 kg, peptone 5 kg, antifoaming 5 mL, pH to 7.5.

2. Cells should be harvested in the early to middle exponential
growth phase and stored at �80 �C.

2.2 Cell Lysis 1. 400 mg lysozyme per 100 g of biomass.

2. 1 mg DNase I per 100 g of biomass.

3. 1.25 mL of 1 M MgCl2 solution per 100 g of biomass.

2.3 Buffers All detergents used in the buffers should be high purity where
possible (>99%).

1. Lysis Buffer 1: 0.1 M Tris–HCl, pH 7.6, 0.2 M NaCl.

2. Lysis Buffer 2: 0.1 M Tris–HCl, pH 7.6, 0.1 M NaCl.

3. Wash Buffer 1: 0.1 M Tris–HCl, pH 7.6, 0.1 M NaCl, 0.1%
(v/v) Triton X-100.

4. Solubilization Buffer: 0.1MTris–HCl pH 7.6, 5% (v/v) Triton
X-100, 0.1 M NaCl.

5. Equilibration Buffer 1: 0.01 M Tris–HCl, pH 7.6, 0.1% (v/v)
Triton X-100.

6. Elution Buffer 1: 0.01 M Tris–HCl pH 7.6, 0.1% (v/v) Triton
X-100, 0.2 M NaCl.

7. Elution Buffer 2: 0.01 M Tris–HCl, pH 7.6, 0.1% (v/v) Triton
X-100, 1 M NaCl.

8. Equilibration Buffer 2: 0.01 M Tris–HCl pH 7.7, 0.05% (w/v)
n-dodecyl-β-D-maltoside (DDM).

9. Elution Buffer 3: 0.01 M Tris–HCl, pH 7.6, 0.05% (w/v)
DDM, 1 M NaCl.

10. Size Exclusion Buffer: 0.05 M Tris–HCl pH 7.6, 0.05%
(w/v) DDM.

11. Equilibration Buffer 3: 0.01 M sodium phosphate pH 6.8
containing 0.05% (w/v) DDM.

12. Final Storage Buffer: 0.01 M Tris–HCl pH 7.6, 0.2% (w/v) n-
decyl-β-D-maltoside (DM), 0.15 M NaCl.

2.4 Chromatography Except for the first chromatography step on DEAE Biogel Agarose,
all chromatography steps can be carried out using a fast protein
liquid chromatography (FPLC) system. The reagents and equip-
ment required are as follows:
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1. DEAE Biogel Agarose.

2. Fractogel EMD TMAE.

3. Size exclusion chromatography: a prepacked, gel filtration col-
umn (i.d. 16 mm, column height 600 mm) containing 120 mL
of gel filtration resin capable of separation of biomolecules with
the range of approximately 10–600 kDa.

4. Hydroxyapatite “High Resolution” ion exchange resin.

5. Fraction collector.

6. Empty glass chromatography columns of three different sizes:
(A) internal diameter (i.d.) 50 mm, column height 1000 mm;
(B) i.d. 26 mm, column height 200 mm; (C) i.d. 16 mm,
column height 200 mm.

2.5 Instrumentation 1. UV–visible spectrophotometer.

2. 10 mm path-length quartz cuvette

3. Conductivity meter.

4. Ultracentrifuge with a fixed angle rotor.

5. Benchtop refrigerated centrifuge with a fixed angle conical
rotor to fit 15 and 50 mL tubes.

2.6 Dialysis

and Concentration

1. 30 kDa cutoff dialysis membrane

2. Centrifugal concentrator with 50 kDa cutoff (max 2 mL
volume).

3. Centrifugal concentrator with 50 kDa cutoff (max 7–8 mL
volume).

2.7 SDS-PAGE 1. 2� Laemmli Sample Buffer.

2. 4–15% Precast Gels.

3. 10� Tris/Glycine/SDS Running Buffer.

4. Electrophoresis system for mini-gels.

5. Coomassie Brilliant Blue Staining Solution.

6. Coomassie Brilliant Blue Destaining Solution.

2.8 Crystallization 1. 7.7 MAG (Avanti Polar Lipids Inc., Alabama, USA).

2. Dual syringe mixing device (described in refs. 25, 26).

3. Cubic mesophase, 96-well glass sandwich plate (prepared as per
refs. 26, 27).

4. Tungsten carbide glass cutter (any art supply shop).

5. Premounted loops for cryocrystallography (50–100 mm in
diameter).

6. Precipitant solutions: 14–21% (v/v) PEG 400, 0.1 M NaCl,
0–0.1 M Li2SO4, and 0.1 M sodium citrate pH 4.5–5.0.
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3 Methods

3.1 Solubilization

of Thermus

thermophilus

Membranes

1. Mix 100 g of T. thermophilus biomass with 500 mL of Lysis
Buffer 1 at 20 �C with stirring to break open the outer mem-
brane of the cells (see Note 1).

2. Centrifuge the resuspended biomass at 154,383� g at 4 �C for
20 min in an ultracentrifuge.

3. Resuspend the pelleted spheroblasts produced in step 1 in
500mL of Lysis Buffer 2 with the addition of 400mg lysozyme
(to lyse the inner membrane) in the presence of 1 mg of DNase
I and 1.25 mL of 1 M MgCl2 and stir for at least 20 min at
20 �C.

4. Recentrifuge the lysate as in step 1 (see Note 2).

5. Wash the pelleted inner and outer membranes four times with
500 mL of Lysis Buffer 2. A final wash should be carried out
with 500 mL of Wash Buffer. Between each wash, the mem-
branes should be centrifuged as described in step 1.

6. Solubilize the membranes in 500 mL of Solubilization Buffer
and stir for a minimum period of 3 h at 4 �C to ensure complete
solubilization (see Note 3).

7. Following centrifugation as in step 1, to remove any unsolu-
blized material, dilute the supernatant (500 mL) to 5 L with
ultrapure water (see Note 4).

3.2 Column 1: Anion

Exchange—DEAE

Biogel Agarose

1. Fill an empty glass column (i.d. 100 mm, column height
200 mm) with 500 mL of DEAE Biogel Agarose and equili-
brate at 4 �C (in a cold room) with 10 column volumes of
Equilibration Buffer 1 (see Note 5).

2. Add the diluted solubilized membranes (5 L) using gravity flow
(see Note 6). Upon successful binding, a brown band is
observed at the top of the column (Fig. 2).

3. Wash the column with a minimum of 2 L of Equilibration
Buffer 1 at a flow rate of 3 mL/min.

4. Prepare a 4 L linear elution gradient consisting of 2 L of
Equilibration Buffer and 2 L of Elution Buffer using a home-
made gradient mixer (Fig. 3), consisting of two pieces of
rubber tubing and a disposable plastic syringe.

5. Apply the gradient to the column at a flow rate of 3 mL/min.
The initiation of fraction collection should begin as soon as the
gradient is applied and 12 mL fractions should be collected
using a fraction collector. Elution of caa3-oxidase will start
when the concentration of NaCl reaches 0.1 M.

Purification of caa3-Cytochrome c Oxidase 67

nicoletta.gnan@cnr.it



Fig. 2 Loading column 1: (a) Bound proteins create a strong brown/red colored
band at the top of the column. The contaminant pigment along with cytochrome
b is visible flowing through the lower half of the column. (b) Washing of the
bound respiratory chain proteins with Equilibration Buffer 1. All the solubilized
membrane has been loaded at this point and the yellow pigment has been
washed out of the column

Fig. 3 Gradient-Maker: the beaker on the right side of the image is filled with 2 L of Equilibration Buffer and the
beaker in the left-hand side of the images is filled with 2 L of Elution Buffer 1. The gradient maker consists of
two pieces of rubber tubing connected via a Y-shaped connector, attached to a 50 mL syringe. A magnetic
stirrer ensures continuous mixing of the buffer as the Elution Buffer flows into the Equilibration Buffer. Tubing
leading to Column 1 can be seen emerging from the beaker on the right-hand side
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6. Record the absorbance of all fractions at 420 nm in a 10 mm
path-length optical glass cuvette using a UV-visible
spectrophotometer.

7. Create a chromatogram for the purification by plotting absor-
bance at 420 nm versus fraction number using a data analysis
package (see Fig. 4 for an example).

8. Measure the reduced-minus-oxidized spectrum of peak frac-
tions to identify the protein(s) present as follows: add the
protein sample to 10 mm path-length optical glass cuvette
and reduce the sample by adding a few grains of sodium
dithionate. Invert the cuvette gently to dissolve the dithionate.
Record the absorbance spectrum between 650 and 400 nm
using nonreduced (oxidized) sample as a reference (refer to
Fig. 5 for an example spectrum).

9. Pool fractions containing caa3-oxidase. The final volume of this
pool is usually ~1 L.

10. Dialyze the pooled caa3-oxidase at room temperature (usually
12 h) using a 30 kDa cutoff dialysis membrane in a 10 L bath of
Equilibration Buffer 1. Ensure the conductivity of the total
volume of caa3-oxidase is below 2 mS/cm after dialysis so
that it is suitable for application on a subsequent column.

Fig. 4 Column 1 (DEAE Biogel Agarose) elution profile at 420 nm: caa3-oxidase and other respiratory chain
complexes from T. thermophilus as they elute from Column 1. Peaks 1 and 2 represent fractions containing
the ba3-oxidase and caa3-oxidase, respectively, and are easily distinguishable. Peaks 3 and 4 represent a
mixture of various cytochromes but in particular the bc-complex, its dissociated cytochromes c554/549 and b562
as well as succinate-ubiquinone reductase
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3.3 Column 2: Anion

Exchange—Fractogel

EMD TMAE

1. Fill an empty glass column (i.d. 26 mm, column height
200 mm) with ~30 mL of Fractogel EMD TMAE anion
exchange material and equilibrate at room temperature
(20–22 �C) with 10 column volumes of Equilibration Buffer 2.

2. Apply the dialyzed caa3-oxidase sample at a flow rate of 4 mL/
min. Upon successful binding, a brown band is observed at the
top of the column.

3. Wash the column with ~150 mL of Equilibration Buffer 2 at a
flow rate of 4 mL/min to ensure complete detergent exchange.
The A280 absorbance output from the FPLC monitor should
stabilize at<0.02 AU after the washing process, indicating that
the Triton X-100 has been removed (see Note 7).

4. Elute the protein with a 0–0.3 M linear gradient of NaCl in
Equilibration Buffer 2 over a period of 1 h at a flow rate of
4 mL/min. Use Elution Buffer 3 as the “high salt” buffer for
the gradient.

5. Collect 10 mL fractions as soon as the gradient is initiated. The
caa3-oxidase usually elutes at 0.12 M NaCl (refer to Fig. 6).

6. As with Column 1, analyze peak fractions by measuring their
reduced-minus-oxidized spectrum and pool caa3-oxidase con-
taining fractions. The total collected volume is usually
~100 mL.

7. Initially concentrate the pooled caa3-oxidase containing frac-
tions to a minimum volume of 2 mL using a large 50 kDa
cutoff centrifugal concentrator (7–8 mL max volume) at a

Fig. 5 The characteristic spectra of caa3-oxidase: (a) the air oxidized state of caa3-oxidase ( ) with the
Soret band at 411 nm and a shoulder at 420 nm. The sodium dithionite reduced state of caa3-oxidase ( ),
with the Soret bands at 414 nm and 440 nm for the c and a hemes respectively, and the alpha bands at
547 nm and 602 nm for the c and a hemes respectively. (b) The characteristic reduced-minus-oxidized (—)
spectrum indicating the purity of the caa3-oxidase, with the Soret bands at 417 nm and 444 nm for the c and a
hemes respectively. The alpha bands at 549 nm and 603 nm respectively are clearly visible
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centrifugation speed of 1500 � g at 4 �C using a benchtop
centrifuge.

8. Further concentrate to ~500 μL with a small 50 kDa cutoff
centrifugal concentration (2 mL max volume) at a centrifuga-
tion speed of 5000 � g at 4 �C, also in a benchtop centrifuge.

3.4 Column 3: Size

Exclusion

1. Inject an aliquot of 500 μL of concentrated caa3-oxidase using
a 2.0 mL loop onto a prepacked, gel filtration column
(i.d. 16 mm, column height 600 mm) containing 120 mL of
gel filtration resin capable of separation of biomolecules with
the range of approximately 10–600 kDa. The column should
be preequilibrated at room temperature (20–22 �C) with Size
Exclusion Buffer (see Note 8).

2. Elute the protein using the same buffer at a flow rate of 1 mL/
min. The caa3-oxidase generally elutes after 50–60 min.

3. As previously, analyze peak fractions by measuring their
reduced-minus-oxidized spectrum and pool caa3-oxidase con-
taining fractions. The total volume of this pool is usually
~36 mL.

Fig. 6 Column 2 (EMD TMAE) elution profile: absorbance at 280 nm is shown in blue. Fractions are numbered
along the x-axis. Remnants of ba3-oxidase eluted in the first peak followed by the more dominant caa3-
oxidase peak. Fraction underneath this second peak were pooled as these were considered to contain the
most spectroscopically pure caa3-oxidase as seen in the reduced-minus-oxidized spectrum of pooled
fractions (refer to Fig. 5). The final shoulder of the elution profile contained cytochrome c549/554
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4. Concentrate the volume to approximately 10 mL using a large
50 kDa cut-off centrifugal concentrator at a centrifugation
speed of 1500 � g at 4 �C using a benchtop centrifuge.

5. Dilute this pool to 100 mL with Equilibration Buffer 3 to
reduce the conductivity of the sample in preparation for the
next anion exchange column.

3.5 Column 4:

Hydroxyapatite Ion

Exchange

1. Fill an empty glass column (i.d. 16 mm, column length
200 mm) with 20 mL of hydroxyapatite “high resolution”
ion exchange resin and equilibrate at room temperature
(20–22 �C) with 10 column volumes of Equilibration Buffer 3.

2. Apply the diluted caa3-oxidase at a flow rate of 2 mL/min.

3. Wash the column with approximately 200 mL of Equilibration
Buffer 3.

4. Elute the protein using a linear gradient of 0.01–0.04 M
sodium phosphate pH 6.8, containing 0.05% (w/v) DDM
over a period of 0.5 h, also at a flow rate of 2 mL/min.

5. Analyze peak fractions by measuring their reduced-minus-oxi-
dized spectrum and pool caa3-oxidase containing fractions.
The total volume collected is usually ~50 mL.

6. Dilute the sample tenfold with Equilibration Buffer 2 in prepa-
ration for another round of anion exchange chromatography.

3.6 Column 5: Anion

Exchange (Repeat)—

Fractogel EMD TMAE

1. Fill an empty glass column (i.d. 16 mm, column height
200 mm) with ~15 mL of Fractogel EMD TMAE anion
exchange material and equilibrate at room temperature
(20–22 �C) with 10 column volumes of Equilibration Buffer
2 (see Note 9).

2. Load the diluted caa3-oxidase sample onto the column at a
flow rate of 4 mL/min.

3. Wash the sample with ~100 mL Equilibration Buffer 2 at a flow
rate of 4 mL/min.

4. Elute the protein with a 0–0.3 M linear gradient of NaCl in
Equilibration Buffer 2 over a period of 1 h at a flow rate of
4 mL/min. Use Elution Buffer 3 as the “high salt” buffer for
the gradient.

5. Collect 6 mL fractions as soon as the gradient is initiated. The
caa3-oxidase usually elutes at 0.12 M NaCl.

6. Analyze peak fractions by measuring their reduced-minus-oxi-
dized spectrum and pool caa3-oxidase containing fractions.
The total volume collected is usually ~22 mL.

7. Initially concentrate this pooled sample to a minimum volume
of 2 mL using a large 50 kDa cutoff centrifugal concentrator.
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8. Further concentrate the sample to ~500 μLwith a small 50 kDa
cutoff centrifugal concentrator in preparation for gel filtration
chromatography.

3.7 Column 6: Size

Exclusion (Repeat)

and Detergent

Exchange

1. Using a 2.0 mL loop, inject a 500 μL aliquot of concentrated
caa3-oxidase onto an a prepacked, gel filtration column
(i.d. 16 mm, column height 600 mm) containing 120 mL of
gel filtration resin capable of separation of biomolecules with
the range of approximately 10–600 kDa. The column should
be preequilibrated at room temperature (20–22 �C) with Final
Storage Buffer (see Note 10).

2. Elute the protein at a flow rate of 1 mL/min using the same
buffer. As previously noted, the caa3-oxidase generally elutes
after 50–60 min (refer to Fig. 7).

3. Following gel filtration, the caa3-oxidase containing fractions
(total volume approximately 12 mL) should be pooled and
initially concentrated to approximately 2 mL using a large
50 kDa cutoff centrifugal concentrator and further concen-
trated to a final concentration of 10 mg/mL using a small
50 kDa cutoff centrifugal concentrator.

Fig. 7 Final size exclusion elution profile: absorbance at 280 nm is shown in blue with fractions numbered
along the x-axis. The caa3-oxidase eluted after approximately 60 min. This elution profile shows an example of
a Gaussian peak indicating homogeneity of the caa3-oxidase sample necessary for crystallization
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3.8 Final Analysis

and Storage

1. Aliquot the protein into 20 μL aliquots in 500 μL micro-
centrifuge tubes and flash-freeze using liquid nitrogen (see
Note 11).

2. Take an aliquot of purified caa3-oxidase for both spectroscopic
and SDS-PAGE analysis (Fig. 8). Briefly, dilute 10 μL of pur-
ified protein to 2 mL with Final Storage Buffer and use to
record the final reduced-minus-oxidized spectrum of the pur-
ified caa3-oxidase. Dilute a further 10 μL with 2�-Laemmli
Sample Buffer and load 5–10 μL of this sample loaded onto a
precast 4–15% SDS-PAGE mini-gel.

3. Run the gel in 1� Laemmli Running Buffer at 100 V for
20 min, followed by 150 V for 1 h at room temperature
(20–22 �C).

4. Stain the gel with Coomassie Brilliant Blue Staining Solution
for 1 h and de-stain with Coomassie Brilliant Blue Destaining
Solution.

3.9 Concentration

Determination

1. Calculate the concentration of caa3-oxidase from the heme a to
protein ratio deduced from the reduced-minus-oxidized spec-
trum. The heme a concentration is determined using the
reduced-minus-oxidized absorption peak at 604 nm (Fig. 5b)

Fig. 8 SDS-PAGE of the purified caa3-oxidase: the Coomassie-stained gel
depicts the 3 subunits SU I/III (89 kDa), SU IIC (39 kDa), and SU IV (7 kDa) in
the left-hand lane. The paucity of other bands indicates the high purity of the
oxidase
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with an extinction coefficient of 12,000 M�1 cm�1 [28]. Sub-
sequently, the heme a concentration can be used to determine
the protein concentration using the heme a to protein ratio of
2:1. An example of the enzyme yield in milligrams at key points
of purification is outlined in Table 1.

3.10 Crystallization 1. Add sodium ascorbate to the purified caa3-oxidase solution
(10 mg/mL) to a final concentration of 0.2 μM.

2. Using a dual syringe mixing device [25] mix the solution with
7.7 MAG in a 1:1 ratio by weight to reconstitute the cubic
mesophase [26].

3. With a syringe held vertically, load 50 nL of the cubic meso-
phase to each well in a 96-well glass sandwich plate (see Note
12).

4. Add 0.8 μL of the precipitant solution to each well.

5. Place a coverslip squarely over the wells to cover them
uniformly.

6. Incubate the plates in a temperature-controlled chamber at
20 �C. Crystals should appear 5 days post-setup (Fig. 9).

7. To harvest the crystals, open the well of interest using a tung-
sten carbide glass cutter and remove crystals using a
50–100 mm premounted loop. Crystals can be cryo-cooled
directly in liquid nitrogen.

4 Notes

1. The pH of all buffers was measured at room temperature
(20–22 �C) only and the pH was measured before the addition
of NaCl.

2. The supernatant can be retained after the first centrifugation
for the purification of cytochrome c552.

3. Usually left overnight in a cold room. After solubilization, the
suspension will clarify noticeably.

4. The purpose of the dilution is to reduce the conductivity to less
than 2 mS/cm, to decrease the detergent concentration to a
final concentration of 0.5% (v/v) and to decrease the salt

Table 1
Example yield of caa3-oxidase at key points of the purification

Column 1: anion
exchange (mg)

Column 2: anion
exchange (mg)

Column 3: gel
filtration (mg)

Column 5: repeat
anion exchange (mg)

Column 6: final gel
filtration (mg)

16.5 15.5 10 6.4 5.6
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concentration to 10 mM NaCl in preparation for column
chromatography.

5. The purpose of this first column is to crudely separate all the
respiratory chain proteins present in the inner membrane of
T. thermophilus and to remove a yellow pigment present in the
membranes that can interfere with the spectroscopic analysis of
the proteins. The best separation is achieved with the column
recommended in the protocol. However, commercially avail-
able columns with an i.d. of 100 mm and a height of 200 mm
are difficult to obtain and often must be custom made. There-
fore, it is possible to carry out the purification with a glass
column of i.d. 50 mm and a height of 1000 mm, which is
more readily available commercially.

6. If application is not possible immediately, the material can be
stored for up to 24 h at 4 �C.

7. The purpose of this column is to remove any remaining cyto-
chrome b, ba3-oxidase and some cytochrome c549/554 from the
caa3 sample and is also the first stage of the detergent exchange
from Triton X-100 to DDM. Cytochrome b does not bind to
this column and can be separated from the caa3 pool during the
loading and washing process. The ba3-oxidase elutes at a lower

Fig. 9 caa3-Oxidase crystals: grown in cubic mesophase in the presence of optimized precipitation screens
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NaCl concentration than the caa3-oxidase. With sample bound
to the column, detergent exchange from Triton X-100 to
DDM is possible. The exchange of Triton X-100 can be con-
trolled by following its absorption at 280 nm using a
UV-detector. The intrinsic UV absorption of Triton X-100
decreases as the detergent is exchanged.

8. The purpose of this step is to remove cytochrome c558/549 from
the caa3 sample. Cytochrome c558/549 is significantly smaller
than caa3-oxidase, being only 26 kDa [29, 30]; therefore, it
separates readily from the caa3 on the size exclusion column.

9. At this stage of purification, the main contaminants of caa3-
oxidase, namely, numerous cytochrome b’s, ba3-oxidase, and
cytochrome c558/549, are usually purged from the sample. How-
ever, in some instances, the bc complex (Complex III) remains
as a contaminant. This complex usually separates into its main
component parts, cytochrome b562 and cytochrome c558/549
during the purification and is removed from the caa3-sample
as described, during column purifications 2 and 3. However,
during some preparations, the complex remains intact and
proves more difficult to remove. This final anion exchange
column usually separates this complex from the pure caa3-
oxidase as it elutes at a higher salt concentration.

10. The purpose of this step is to provide a homogeneous caa3-
oxidase sample for crystallization as well as to exchange the
detergent from DDM to DM which is the optimal detergent
for crystallization of the protein.

11. Frozen samples are stored at �80 �C. The reduced-minus-
oxidized can be used as a measure of stability. In contrast to
bovine heart cytochrome oxidase, T. thermophilus cytochrome
c oxidases can withstand numerous freeze–thaw steps [31];
however, the protein should be aliquoted to avoid this.

12. The tip of the needle should be no more than a few hundred
micrometers above the base of the well to ensure proper deliv-
ery. If the tip is too far away the mesophase will usually curl up
and away from the base; if it is too close the mesophase will
remain stuck to the needle and will not be delivered in to the
well. Reproducible delivery is easily achieved with practice.
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Chapter 6

Aggregation Profiling of C9orf72 Dipeptide Repeat Proteins
Transgenically Expressed in Drosophila melanogaster Using
an Analytical Ultracentrifuge Equipped with Fluorescence
Detection

Bashkim Kokona, Nicole R. Cunningham, Jeanne M. Quinn,
and Robert Fairman

Abstract

The recent development of a fluorescence detection system for the analytical ultracentrifuge has allowed for
the characterization of protein size and aggregation in complex mixtures. Protocols are described here to
analyze protein aggregation seen in various human neurodegenerative diseases as they are presented in
transgenic animal model systems. Proper preparation of crude extracts in appropriate sample buffers is
critical for success in analyzing protein aggregation using sedimentation velocity methods. Furthermore,
recent advances in sedimentation velocity analysis have led to data collection using single multispeed
experiments, which may be analyzed using a wide distribution analysis approach. In this chapter, we
describe the use of these new sedimentation velocity methods for faster determination of a wider range
of sizes. In Chapter 7 of this book, we describe how agarose gel electrophoresis can be used to complement
the analytical ultracentrifugation work, often as a prelude to careful biophysical analysis to help screen
conditions in order to improve the success of sedimentation velocity experiments.

Key words Analytical ultracentrifugation, Sedimentation velocity, Protein aggregation, Neurodegen-
eration, Amyotrophic lateral sclerosis, Frontotemporal dementia, Drosophila melanogaster

1 Introduction

There is an emerging need for fluorescence methods to study
protein assemblies as they exist in vivo or in the context of the
aqueous milieu that represents the macromolecules present in
the cell. One new fluorescence approach that has been used to
study the size of protein assemblies is the analytical ultracentrifuge
equipped with fluorescence detection [1, 2]. This instrument has
allowed for the analysis of fluorescently labeled protein aggregates
in crude extracts prepared from complex cellular and even animal
model systems [3–6]. This approach is particularly valuable since it

Jennifer J. McManus (ed.), Protein Self-Assembly: Methods and Protocols, Methods in Molecular Biology, vol. 2039,
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does not require the use of strong denaturants or matrices for
fractionation, representing a true solution method in which sedi-
mentation can be analyzed by appropriate mass transport equa-
tions. We have employed multispeed methods using wide
distribution analysis (MSM-WDA) to collect and analyze data
over a wide range of polymer sizes using the sedimentation velocity
approach [7, 8], providing aggregation profiles in the 1 S–1000 S
size range. We have used such methods to study polyglutamine and
huntingtin aggregation in both fly and worm transgenic models
[3, 4], and more recently, have used this approach to study aggre-
gation in mutations in the c9orf72 gene that are the principal
familial causal agent for amyotrophic lateral sclerosis (ALS) and
frontotemporal dementia (FTD) [9, 10]. Here, we describe the
unique challenges in preparing samples from D. melanogaster
[11, 12] for sedimentation velocity characterization of the dipep-
tide repeat proteins (DPRs) produced by this mutant gene. This
work builds on previous published protocols developed for sedi-
mentation velocity measurements using fluorescence
detection [13].

2 Materials

1. 10–15 third instar larva expressing C9orf72-derived DPRs
fused to GFP or eGFP.

2. 4-(2-Hydroxyethyl)-1-piperazineethanesulfonic acid.

3. Phenylmethylsulfonyl fluoride.

4. Ethylene glycol tetraacetic acid.

5. Dithiothreitol.

6. Protease inhibitor tablets.

7. 1 mL glass homogenizer for tissue disruption.

8. Liquid nitrogen/ or a dry/ice ethanol bath.

9. Coomassie Plus Protein Assay Reagent.

10. Analytical balance.

11. Lysis buffer prepared as follows:

l 100 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic
acid (HEPES), pH 7.3.

l 2 mM phenylmethylsulfonyl fluoride (PMSF) using a
100 mM stock prepared in isopropanol.

l 2 mM ethylene glycol tetraacetic acid (EGTA).

l 2 mM dithiothreitol (DTT); may be prepared as 1 M stock
solutions and frozen at �20 �C.

l 2� Protease Inhibitor.
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12. An-60 Ti Rotor, 4-Place or 8-Place using Epon-charcoal two--
sectored centerpieces.

13. Beckman ProteomeLab XL-A or XL-I analytical ultracentri-
fuge equipped with an AVIV Biomedical fluorescence detec-
tion system.

14. Heavy mineral oil (FC43 oil, Fluorinert).

15. Analysis Software, SedAnal v.6.80x64 [14]. SedAnal is a sedi-
mentation analysis software originally created by Peter Sher-
wood and Walter Stafford, Boston Biomedical Research
Institute, Watertown MA, USA, which can be downloaded
for free from http://www.sedanal.org/. A more detailed
description of the multispeed method (MSM) data collection
approach and the wide distribution analysis method (WDA) for
polydisperse solutions has been described [8]. The WDA
method is a variation of the dc/dt approach of analyzing sedi-
mentation boundaries [7, 15]. This method is able to handle
multispeed data and eliminates both the time- and radial-
independent noise. The multiple speed protocol can accom-
modate molecules with sedimentation coefficients ranging
from 1.0 S to 250,000 S. The final relation from which the
distribution function g(s∗) is a function of itself, thus the
relation is evaluated by iteration:

g s∗ð Þ ¼ ∂c
∂s∗

� �
r

þ 2ω2

Z s¼s∗

s∗¼0

g s∗ð Þds∗
 !

∂t
∂s∗

� �
r

The value of ∂t
∂s∗
� �

r
can be obtained by implicit differentia-

tion of s∗ (ti,rj) ¼ (1/ω2ti) � ln (rj/rmen) equal to (�t/s∗).
Since the range of s∗ values is large, the resulting analysis is
plotted as s g(s∗) vs. ln(s∗). A 2% smoothing is applied and the
s∗ grid of 0.01 is chosen.

16. Analysis Software, Sednterp v. 1.09 [16]. Sednterp is used to
calculate solvent density and viscosity.

17. Analysis software, Sedfit v. 14.4d [17].

3 Methods

3.1 Mechanical

Disruption of Larvae

The key to profiling a wide range of protein aggregation, from
monomer to oligomer to inclusion-sized particles is to avoid deter-
gents or solvent systems that might result in disrupting high molec-
ular weight protein aggregates. Since aggregates approaching the
size of inclusion bodies can spin out with even low centrifugal
forces, we do not advise any precentrifugation steps for preparing
lysates. Instead, we allow cell debris to gravity settle on ice.

1. Resuspend 10–15 larvae in 300 μL prechilled 2� lysis buffer.
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2. For more efficient lysis, flash-freeze the samples three times
using liquid nitrogen followed by thawing on ice.

3. Homogenize the samples in a prechilled glass tissue homoge-
nizer by 50 twists, store it on ice for 5 min then follow up with
an additional ten twists. Samples should be kept on ice at all
times to avoid heating of the samples.

4. Transfer lysate into a 1.5 mL microfuge tube and store it on ice
for 45 min to sediment large particulates by gravity. Since
proteins are known to form sizeable aggregates avoid spinning
the lysates. Then transfer 150–200 μL of the supernatant into a
fresh microfuge tube and label it appropriately. It is valuable to
estimate and record the volume of supernatant that is trans-
ferred, as this helps with calculations to determine how much
sample one has for analytical ultracentrifugation, and other
assays.

5. Protein concentrations can be determined using a Coomassie
Plus Protein Assay Reagent Kit prior to making aliquots, as this
way samples will not undergo multiple freeze–thaw cycles.

6. Set aside 20–40 μg total protein into a new microfuge tube for
other assays, while the rest is used for sedimentation velocity
studies.

7. Snap-freeze samples in liquid nitrogen and store them at
�80 �C until required.

3.2 Collecting

Sedimentation

Velocity Data

In order to capture a complete sedimentation profile of aggregates
in solution, prior approaches have involved collecting separate sets
of sedimentation velocity experiments at different rotor speeds
starting with low-speed experiments at 3000 rpm and higher speeds
up to 50,000 rpm (Fig. 1a). Low-speed experiments will resolve
aggregates equivalent in mass to that of the ribosome
(3.2 � 106 Da) and larger, while high-speed experiments will likely
capture GFP tagged monomers (>2.7 � 103Da) and low-mass
oligomers in the range of 104 Da. Given the wide range of particle
size distributions commonly observed for protein aggregation in
various transgenic animal model systems expressing proteins
involved in neurodegeneration, and limitations of individual
speed experiments, the multispeed method can be applied success-
fully here. In the multispeed method, the speed is varied during the
run starting with low speed so that large particles in the range
106 Da can be observed, then increased to a speed in which the
smallest particles of interest (<103 Da) have cleared the meniscus
(Fig. 1b). Data collected using MSM are analyzed using WDA
[15], eliminating both the time independent and radial indepen-
dent noise, as implemented in Sedanal. Most notable prior applica-
tions of MSM have been on known mixtures [7, 8]. Results from
WDA can be complemented by aggregate analysis using
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semidenaturant detergent agarose gel electrophoresis (SDD-AGE),
a method capable of detecting polymers in the 103–106 Da range
(see Chapter 7).

1. Using gel-loading tips, layer 20–30 μL of Fluorinert FC43 oil
into each compartment of a two-sectored charcoal-filled Epon
centerpiece (see Note 1 and Fig. 2). Failure to use FC43
Fluorinert oil will result in a truncation of the signal below
7.1 cm near the base of the cell, appearing as a downward slope,
thus missing large particles sedimenting at the beginning of
the run.

2. Thaw samples from the �80 �C freezer on ice. Dilute samples
to 0.5–0.25 mg/mL total protein concentration and 1� lysis
buffer. Concentrations above this level can lead to significant
sedimentation artifacts.

Fig. 1 Sedimentation boundaries for data collected at a single speed versus multiple speeds. (a) 250 scans
collected at 20,000 rpm. (b) 750 scans collected at speeds of 3000, 6000, 10,000, 20,000, 30,000, and
50,000 rpm, showing only every tenth scan for clarity. The lysate is generated from the progeny of a cross of
transgenic flies harboring Hsp70 or an Htt46-eGFP fusion construct, and is loaded at 0.5 mg/mL total protein
concentration. [3]
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3. Using gel-loading tips, carefully layer 350 μL of sample on top
of the FC43 in each sector of the cell and avoid loading bubbles
(see Note 2).

4. Place two red housing cap gaskets and cover themwith housing
plugs. Hand-tighten the plugs with a flat head screw driver.

5. Before loading the rotor make sure the counterbalance and
sample cell are within 0.5 g using an analytical balance.

6. Insert the cells into the rotor and use an alignment tool to
make sure it is all the way down inside the rotor.

7. Looking underneath the rotor, align the scribe mark on the
rotor to that of the counterbalance or the working cell.

8. Install the Aviv FDS unit and allow the vacuum to fall below
50 μm before turning on the laser.

9. Allow the temperature to equilibrate at 20 �C (see Note 3).

10. After switching on the laser, start the AOS software (see Note
1) and begin spinning the rotor at 3000 rpm.

Fig. 2 Centerpiece used to hold sample in the ultracentrifuge rotor. The
centerpiece is made up of a solvent-resistant charcoal-filled Epon material,
manufactured to contain two sectors. These sectors hold the sample solution
and the reference solution, as labeled. The centerpiece is a component of an
assembly that includes quartz or sapphire windows bracketing the centerpiece,
all held in place in an aluminum housing. The centerpiece has filling holes that
can be accessed for sample and reference solution addition after the parts are
assembled in the housing
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11. Once the laser is locked and the magnet angle of the rotor has
been established, set the fluorescence signal of the samples by
adjusting the gain between 400 and 4000 counts, with the
upper limit established to avoid saturation of the detection
system. In our experience, we have been able to gain meaning-
ful information even when intensities have been below
400 counts (see Note 4).

12. The rotor speed and running times can be individually tailored
depending on the mixture, however, in our experience, it is
best to set the speeds to 3000, 10,000, 20,000, 30,000, and
50,000 rpm, allowing the capture of particles in the
102–106 Da range. Make sure to spin the rotor long enough
for the meniscus to clear.

13. Figure 3a shows the sedimentation boundaries of a 0.5 mg/
mLGFP-(GA)50 extract collected at speeds ranging from 3000
to 50,000 rpm. Even with the use of FC43 Fluorinert oil some
attenuation of the signal is observed (see Note 5). Figure 3b
shows the dc/dt transformed data from Fig. 3a usingWDA (see
Note 6). The peak centered at 2.2 S represents the
GFP-(GA)50 monomer, while the other peak centered at
120 S represents large aggregates, as observed in SDD-AGE
experiments.

14. Analysis of the multispeed method (MSM) experimental data is
done using SedAnal.

3.3 Analyzing

Sedimentation Velocity

Data Using MSM-WDA

1. Preprocess sedimentation velocity data: read scan files or cell data
files, locate the base and meniscus, and specify the range to fit,
typically the complete range is included from 6.1 to 7.2 cm and
an s∗ grid of 0.01 is chosen. Save reprocessed data as a .abr file.

Fig. 3 Sedimentation data for GFP-(GA)50 lysates. (a) Data were collected at speeds of 3000, 10,000, 20,000,
30,000, and 50,000 rpm. The background fluorescence intensity is about 200 counts. (b) s∗g(s∗) distribution
plotted against s∗ (Svedberg range: 0.9 S–1200 S). The sedimentation boundaries associated with each peak
are identified in 2A with red arrows. FRAP-like sedimentation profile is identified using a black arrow
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2. Create a file with experiment information, material being stud-
ied and total protein concentrations in mg/mL, buffer compo-
nents either in mg/mL or in molar, other solutes if used such as
guanidine hydrochloride or urea, pH, temperature, density,
viscosity ratio, and partial specific volume. Most of this infor-
mation can be obtained using the Sednterp analysis software.
Save reprocessed data as a .abr file.

3. Analyze data using the WDA model part of the dc/dt module
in SedAnal. This model generates a model-independent appar-
ent sedimentation coefficient distribution g(s∗) (see function
above) and computes weighted average sedimentation
coefficient.

4. Select all radial points for WDA by selecting the default (blue
color).

5. A 2% smoothing percentage is applied to the distribution and
distribution data are saved as a text file.

6. Data are plotted in Origin and graphs are exported as a tiff.

4 Notes

1. The rotor used for the XLA is an An-Ti60 rotor with velocity
type cells containing double-sector charcoal-filled Epon cen-
terpieces with quartz windows. For calibration, a cell contain-
ing fluorescein is used either at position 4 or 8. Operating
control software used is Advanced Operating Software (AOS)
from Aviv Biomedical.

2. Samples with similar total protein concentrations are examined
for consistent comparison between samples. The smallest vol-
ume for experiments with FDS should be no less than 350 μL.

3. We perform our experiments at 20 �C. The measurements of
densities and viscosities are calculated using Sednterp.

4. The baseline of fluorescence scans is always offset from zero
due to a small “dark count” signal in our experiments at about
200 counts in intensity.

5. Blinking and FRAP-like sedimentation are observed on occa-
sion [18]. FRAP-like sedimenting molecules initially located in
the trough will diffuse and exchange with fluorescent mole-
cules from outside, thus diminishing the trough. Also, an
upward-sloping plateau is observed due to small errors in the
tracking laser beam caused by shifts of the focal point during
the scan. The impact of these on accuracy can be mitigated by
correcting for time-independent (TI) noise in the analysis soft-
ware, Sedfit; however, in SedAnal both time and radially inde-
pendent noise are eliminated.
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6. Sedimentation analysis of biologically complex solutions is dif-
ficult due to problems with nonideality and protein–protein
and protein–nucleic acid interactions. Nevertheless, our studies
of crude lysates have shown that the system is robust when
compared to previous studies of the GFP purified recombinant
protein in either buffer or serum provided that total protein
concentrations are kept at or below 0.5 mg/mL [1, 2]. Devia-
tion of s-values as a result of nonideality or interactions with
other proteins is unlikely to have a significant impact on the
broader conclusions on the degree of heterogeneity and wide
distribution of aggregates.
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Chapter 7

Size Analysis of C9orf72 Dipeptide Repeat Proteins
Expressed in Drosophila melanogaster Using
Semidenaturing Detergent Agarose Gel Electrophoresis

Nicole R. Cunningham, Bashkim Kokona, Jeanne M. Quinn,
and Robert Fairman

Abstract

This chapter supplements Chapter 6 on sample preparation and analysis using an analytical ultracentrifuge
with fluorescence detection. In this related chapter, we describe how semidenaturing detergent agarose gel
electrophoresis can be used to complement the analytical ultracentrifugation work, often as a prelude to
careful biophysical analysis to help screen conditions to improve the success of sedimentation velocity
experiments. We describe preparation of crude lysates made using Drosophila melanogaster and provide a
protocol giving detailed instructions for successful fractionation of protein aggregates using SDD-AGE.
While limited in resolving power, this method can identify fractionation in three pools based on sample
migration in the gel: that of a monomer or limiting small oligomer species; intermediate aggregation pools,
which are typically heterogeneous, represented as high retention smears; and large-scale aggregation, found
caught up in the wells.

Key words Semidenaturing detergent agarose gel electrophoresis, Western blotting, Protein aggre-
gation, Neurodegeneration, Amyotrophic lateral sclerosis, Frontotemporal dementia, Drosophila
melanogaster

1 Introduction

The involvement of the C9orf72 gene products in amyotrophic
lateral sclerosis (ALS) and frontotemporal dementia (FTD) is
described in Chapter 6 [1, 2]. Due to problems with repeat-
associated non-AUG (RAN) translation, five independent dipep-
tide repeat (DPR) polypeptides are produced, and they aggregate
to varying degrees, which can be explored applying either sedimen-
tation velocity methods using an analytical ultracentrifuge
equipped with fluorescence detection (Chapter 6) or semidenatur-
ing detergent agarose gel electrophoresis (SDD-AGE), described in
this chapter. The five DPRs that are found in human disease include

Jennifer J. McManus (ed.), Protein Self-Assembly: Methods and Protocols, Methods in Molecular Biology, vol. 2039,
https://doi.org/10.1007/978-1-4939-9678-0_7, © Springer Science+Business Media, LLC, part of Springer Nature 2019
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polyGA, polyGP, polyPA, polyGR, and polyPR, and have also been
studied in transgenic Drosophila melanogaster [3, 4].

SDD-AGE was first described by Kryndushkin et al. in studies
of SDS-resistant protein aggregates formed by prions in yeast
[5]. The method was then expanded as a general tool to screen
for aggregation of amyloid and amyloid-like aggregates in yeast
[6]. One caveat described in this latter work is the importance of
using protease inhibitors since the concentration of SDS used
(typically 0.1%) will not necessarily be sufficiently potent to dena-
ture all proteases present in a cell. Our protocol for sample prepa-
ration (see Chapter 6) includes such inhibitors. Other similar
electrophoresis methods have been described, such as native aga-
rose gel electrophoresis (NAGE), which avoids the use of SDS and
its potential for disrupting partially solvated or noncovalent aggre-
gates. NAGE has been applied to the study of polyglutamine con-
struct aggregation for modelingHuntington’s disease, using lysates
derived from transgenic expression in Caenorhabditis elegans [7].
The disadvantage of this approach is that migration of material
through the gel will depend to some extent on the pI of the
polypeptide chains.

We have applied the SDD-AGE method to the study of the
aggregation of huntingtin protein fragments in both Drosophila
melanogaster and Caenorhabditis elegans transgenic animal model
systems [8, 9] and show its use here to study aggregation in
C9orf72 DPRs.

2 Materials

1. Crude Lysate Extracts stored at�80 �C (aliquoted to minimize
freeze-thaw) prepared as described in Chapter 6.

2. High molecular weight prestained protein standard. Store at
�20 �C.

3. 2� SDS sample buffer (5� can also be used; store at �20 �C)
prepared with:

l 250 mM Tris–HCl, pH 6.8.

l 2% (w/v) SDS.

l 0.2% (w/v) bromophenol blue.

l 20% (v/v) glycerol.

l 10% β-mercaptoethanol or 200 mM dithiothreitol (DTT).

4. Agarose powder. Store at room temperature.

5. 1� Tris–acetate with ethylenediaminetetraacetic acid (TAE).
Store at room temperature.

6. 1� Tris–acetate with ethylenediaminetetraacetic acid
(TAE) + 0.1% SDS. Store at room temperature.
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7. Tris-buffered saline (TBS). Store at room temperature.

8. Tween 20 or Tween 80. Store at room temperature.

9. 1� phosphate buffered saline (PBS). Store at room
temperature

10. PBS–Tween: 0.1% (v/v) Tween 20 or Tween 80 in phosphate
buffered saline. Store at room temperature.

11. Blotto: 5% nonfat powdered milk in PBS–Tween. Should be
used within 24 h for best results. Store at 4 �C.

12. PBS–Tween +1% bovine serum albumin (BSA). Store at 4 �C.

13. SDS-PAGE running buffer (for 1 L; store at room
temperature):

l 3 g Tris base.

l 14.4 g glycine.

l 1 g SDS.

14. Electroblotting transfer buffer: SDS-PAGE running buffer
+10% methanol. Store at room temperature.

15. Microwave oven.

16. Horizontal gel electrophoresis apparatus (typically used for
agarose gels).

17. Electrophoresis power supply.

18. Nitrocellulose membrane or polyvinylidene difluoride (PVDF)
membrane (see Note 1).

19. Blotting paper (see Note 2).

20. Transfer setup (Fig. 1):

l Tray.

l 24 pieces of dry blotting paper.

l Four pieces of wet blotting paper.

l Nitrocellulose (or PVDF) membrane.

l Agarose gel.

l Wet wick of blotting paper.

l Shallow container.

l 500 mL bottle of water

l Two reservoirs of 1� TBS.

21. Polyethylene sealable bags: may be purchased in 6 � 800 sizes
but resealable plastic sleeves for paper can be used as well.

22. Plastic heat sealer.

23. Anti-green fluorescent protein (GFP) antibody. Aliquot and
store at �20 �C.
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24. Anti-rabbit secondary antibody conjugated to horseradish per-
oxidase (HRP). Store at �20 �C.

25. Supersignal West Femto Maximum Sensitivity Substrate. Store
at room temperature or 4 �C for long-term storage.

26. Chemiluminescence detecting imaging unit.

27. High energy autoradiography pen.

28. Heating dry bath equipped with blocks that can hold 1.5 mL
microfuge tubes.

29. Vertical gel electrophoresis apparatus (typically used for
polyacrylamide gels).

30. Electroblotting apparatus.

3 Methods

3.1 Larval Lysate

Preparation

This protocol is identical to that described in Chapter 6.

3.2 Agarose Gel

Electrophoresis (See

Note 3)

1. Prepare a 1.5% (w/v) agarose gel with 0.1% SDS in 1� TAE by
adding an appropriate amount of agarose powder to 1� TAE.
Most small gel electrophoresis units typically use a 50 mL bed
of agarose, requiring 0.75 g of agarose. Dissolve the agarose by
heating using repeated 30-s microwave sessions until the aga-
rose is fully dissolved.

2. Allow the agarose liquid to cool to about 55 �C (able to touch
with gloved hand), then add the 20% SDS solution to achieve a

Fig. 1 SDD-AGE transfer setup. Two containers filled with 1� TBS on each side of the setup help keep the
blotting paper wet overnight. The agarose gel is sandwiched between a nitrocellulose membrane and three
small sheets of wet blotting paper. The nitrocellulose membrane sits on top of 25 wet blotting papers. A
500 mL bottle filled with liquid is placed on top of the setup
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final concentration of 0.1% SDS (see Note 4). Swirl gently
to mix.

3. Assemble the gel casting system with a comb using 10–15
teeth, which will allow for 20–30 μL of sample to be loaded
per well, with the range depending on the thickness of the gel.
Pour the gel and allow it to solidify for at least 40 min.

4. Thaw the larval lysate extracts on ice and keep on ice unless
indicated otherwise (see Note 5).

5. Combine the appropriate volume of larval lysates with an equal
volume of 2� SDS sample buffer and mix by pipetting up and
down a couple of times (see Note 6).

6. Incubate the samples at room temperature for 5min. DONOT
BOIL SDD-AGE samples. Do not use samples that have been
previously boiled.

7. When the agarose gel has finished solidifying, remove the comb
to reveal the wells and move the gel onto the horizontal gel
electrophoresis unit. Add the 1� TAE containing 0.1% SDS as
the running buffer. Samples should run toward the red elec-
trode (positive electrode). A sufficient volume of 1� TAE
buffer should be added to the electrophoresis tank to
completely submerge the gel.

8. Load 1–5 μg of protein from the larval lysate (previously com-
bined with SDS sample buffer) in each well. It is important to
run a high molecular weight prestained protein ladder in order
to visualize aggregates in one well next to your samples.

9. Plug the horizontal gel apparatus into the power supply. Run
the gel at a low voltage (45 V) for 3–5 h at 4 �C in a tempera-
ture controlled cold room. The dye front should travel at least
two thirds of the distance of the gel. After running is complete,
gently remove agarose gel from apparatus and place in a small
container with 1� TBS (see Note 7).

3.3 Transfer

to Membrane

and Development

of Bands

1. Cut a piece of nitrocellulose (or PVDF; seeNote 1) membrane
slightly larger than the size of the agarose gel and place in 1�
TBS to soak for a few minutes. Do not let the gel or nitrocellu-
lose dry—keep them in 1� TBS buffer. Cut a total of 28 pieces
of blotting paper that are slightly larger than the agarose gel (see
Note 2).

2. Cut another piece of blotting paper that is the same width as
the other pieces of blotting paper but is much longer in length,
about 18–2400 (46–61 cm).

3. Place a large flat tray on the bench. Place 24 pieces of dry
blotting paper in the middle of the tray. Wet one piece of
blotting paper in 1� TBS and place this on top of the 24 pieces
of dry blotting paper.
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4. Place the nitrocellulose membrane on top of the piece of wet
blotting paper. Immediately place the agarose gel on top of the
nitrocellulose paper (seeNote 8). A transfer pipette can be used
to wet the area between the membrane and the agarose gel with
1� TBS. Ensure there are no bubbles present between agarose
gel and nitrocellulose membrane during transfer. Bubbles will
distort protein transfer or leave a portion of the membrane
blank.

5. Place three sheets of wet blotting paper on top of the agarose
gel. A piece of blotting paper the width of the stack and 18–2400

(46–61 cm) in length should be wetted in 1� TBS and placed
on top of the stack. The long length of this blotting paper
allows the ends to be submerged in two trays containing 1�
TBS on either side of the stack. This serves as a wick to keep the
gel and membrane moist during the transfer.

6. Finally, place a small tray on top of the entire stack and weight it
down with a 500 mL bottle filled with water. The setup should
now look like the apparatus in Fig. 1.

7. The protein is transferred to nitrocellulose using capillary
action overnight at room temperature.

8. Make sure that the transfer was successful by looking for the
protein ladder on the membrane. The dye front runs out of the
gel and the ladder is usually compressed into a smear. Take a
picture of the membrane, as the prestained high molecular
weight markers will no longer be visible after the blotting
procedure described below.

9. After transfer, the nitrocellulose should be placed immediately
in 15–30 mL Blotto for blocking. Block for 30 min in a small
container (the top of a P1000 pipette tip box is ideal) on a
rotating or rocking platform.

10. Rinse with PBS–Tween; then follow with 2 � 5 min washes
with PBS–Tween on a rotating or rocking platform.

11. Prepare a dilution of the appropriate primary antibody in 5 mL
PBS–Tween +1% BSA. This dilution can be stored for a day or
two at 4 �C prior to use. For the anti-GFP antibody (rabbit
primary antibody in Fig. 2), a 1:8000 dilution factor was used.

12. Place the membrane in a resealable plastic bag. Three of the
sides should be sealed with a heat sealer to minimize the
amount of primary antibody solution that is used. Add 5 mL
or less of the antibody solution in PBS–Tween +1% BSA.

13. Remove air bubbles by gently rolling a 10 mL pipette along the
outside of the bag toward the open end. Seal the remaining
open end with a heat sealer.

14. Place the plastic bag on a rocking platform overnight at 4 �C.
This incubation can also be done at room temperature for 4 h,
but is not recommended.
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15. Remove the membrane from the plastic bag and block the
membrane with Blotto for 30 min to 1 h on a rocking or
rotating platform.

16. Wash membrane 3 � 5 min each with PBS–Tween in a small
container on a rocking or rotating platform.

17. Dilute the anti-rabbit secondary antibody in Blotto according
to the manufacturer’s recommended specifications. Make sure
your secondary antibody is conjugated to HRP. Then follow
steps nine and ten above to insert the membrane and antibody
solution into a plastic bag (see Note 9). Rock the bag at room
temperature for at least 30 min.

18. Remove the membrane from the bag and rinse the membrane
with PBS–Tween. Follow up with 4 � 5-min washes using a
small container on a rocking or rotating platform.

19. Follow the manufacturer’s protocol for preparing the solutions
for activating the chemiluminescence through the action of the
HRP, or horseradish peroxidase enzyme, linked to the second-
ary antibody.

Fig. 2 SDD-AGE blot showing aggregation profiles for polyGA, polyGP, and
polyGR DPRs as expressed in third instar fly larvae using the Da-Gal4
promoter (pan-tissue) or the 24B-Gal4 promoter (muscle-specific). polyGA
shows a significant fraction of large scale aggregation (in the wells) and
intermediate aggregation (smear in the center of gel). polyGP is largely
monomeric. polyGR expression is significantly lower, but showing protein
partitioning largely between monomeric or large aggregate states, with little
intermediate aggregation
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20. Handle the membrane with tweezers, wearing latex or nitrile
gloves, and insert the membrane into a plastic sleeve. Add the
activation solutions directly to the membrane by pipetting
directly onto the membrane. Then close the plastic sheet to
preserve the solution.

21. Image capture should proceed immediately upon addition of
the Femto reagents as the signal starts fading fairly rapidly. The
molecular weight standards can be highlighted on the blot
using an autoradiography pen (Fig. 2; see Notes 10 and 11).

3.4 Western Blotting

Analysis of Protein

Expression (See Notes

3 and 11)

1. Elements of the protocol here are similar to that described
above for the SDD-AGE protocol, and appropriate sections
above will be referenced to avoid unnecessary duplication of
information. The protocol provided here assumes that precast
polyacrylamide gels are purchased for protein electrophoresis.

2. Larval lysate preparation should be carried out as described in
Chapter 6.

3. After thawing on ice, dilute the larval lysates in SDS sample
buffer.

4. Set a heating dry bath to 95 �C, and when it comes to temper-
ature, heat the larval lysates for 5 min in preparation for
SDS-PAGE gel electrophoresis.

5. The percentage of acrylamide in the SDS-PAGE gel used is
dependent on the size of the protein being evaluated. For the
C9orf72 DPR-GFP fusions used in this study, at about 32 kDa
size, either a 4–20% gradient gel or a 12% resolving gel, using a
5–6% stacking gel, was used. A 10 or 15-well format is recom-
mended, using 1.5 mm thick gels.

6. Insert the precast gel into appropriate vertical gel electropho-
resis unit, fill the upper and lower chambers with running
buffer, and remove the comb in preparation for loading
samples.

7. Load approximately 35 μL of each of the samples, plus 10 μL
protein molecular weight markers into the wells.

8. Perform the electrophoresis at 4 �C for 45 min to 1 h at 120 V.

9. Pour out the running buffer, remove the precast gel, and
extract the gel from the plastic according to the manufacturer’s
instructions.

10. Cut a piece of nitrocellulose or PVDF membrane (see Note 1)
to a size slightly larger than the gel. It is a good idea to mark a
corner with a cut so the gel can be appropriately oriented later.
Soak the membrane and the gel in electroblotting transfer
buffer.
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11. The assembly of the membrane and gel into the transfer cas-
sette will depend on the type of transfer apparatus used. The
instructions here are for a typical setup. All components should
be prewet with electroblotting transfer buffer and assembled in
the following order inside the transfer cassette:

l Sponge (provided by the manufacturer).

l Blotting paper.

l Membrane (blot).

l Gel.

l Blotting paper.

l Sponge.

12. While assembling the sandwich, place the blotting paper over
the membrane (and gel) and roll out any bubbles with a 5 mL
pipette. This removes bubbles between the membrane and
the gel.

13. The assembled cassette sandwich can now be inserted into the
electroblotting apparatus and filled with transfer buffer,
making sure that the entire cassette is immersed in the solution.

14. Fill to blotting line with transfer buffer.

15. Transfer at 4 �C using 400 mAmps for 1–2 h or 40 mAmps
overnight.

16. After the transfer is complete, remove the membrane from the
transfer cassette, and follow instructions 5–16 in the
SDD-AGE protocol (see Subheading 3.3, Fig. 3). The used
transfer buffer should be discarded safely as organic waste.

Fig. 3 Western blot showing protein levels for polyGA, polyGP, polyGR, polyAP,
and polyPR fused to GFP, in crude extracts derived from third instar fly larvae.
The total protein concentration in the extracts is 0.5 mg/mL. At this
concentration, no polyGR or polyPR are detected since muscle-specific
expression (24B is a 24B-Gal4 muscle-specific promoter) was too low to
observe. The primary antibody used here was a rabbit anti-GFP antibody.
β-Actin was used as a loading control
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4 Notes

1. Nitrocellulose or PVDFmembranes should only be handled by
tweezers to avoid introducing foreign protein. It is best to use
latex or nitrile gloves whenever handling these membranes. If
using PVDF membrane, it MUST be activated first by soaking
it for at least a minute in methanol and then rinsed in Milli-Q
water prior to use.

2. Filter paper should be used when wet blotting paper is
described. Standard laboratory paper towels may be used for
dry blotting paper in order to save on cost.

3. We strongly recommend analyzing all samples for SDD-AGE
by Western blotting or dot blotting, using the same antibody
staining protocols, to confirm expression and to measure rela-
tive band intensities. These methods allow for straightforward
trouble-shooting of band intensities (or lack thereof) in blots
prepared from SDD-AGE experiments.

4. Certain protein aggregates are even more resistant to SDS.
Increasing the concentration of SDS in agarose or acrylamide
gels up to 1% or higher may be necessary.

5. Freeze-thawing of samples multiple times will likely change the
composition of your sample (i.e., potentially induce further
aggregation). It is important that appropriate aliquots are cre-
ated after concentrations are determined using a standard
Bradford assay when the lysate was prepared. Do not centrifuge
or spin crude extracts at any point. Spinning may sediment
possible aggregates you want to detect.

6. If the volume of the cell lysate plus SDS sample buffer exceeds
30 μL (or greater than what the agarose gel well will hold),
compensate by adding less sample buffer. Do not reduce sam-
ple buffer amount too much or you will lose the semidenatur-
ing effect.

7. In order to get similar results every time, it is important to keep
agarose percentage, SDS concentrations, and voltage constant
from run to run. Any change in those conditions will likely give
different results. Also, the ladder does not separate well in the
SDD-AGE gel. The best estimates one can make are where the
top band and the lower band run. The ladder should not be
used to resolve small oligomers, like dimers and trimers, from
one another. In addition, the protein standards in the molecu-
lar weight ladder may become smeared during the running of
the agarose gel. This is normal. Instead of a precise band, the
ladder will appear stretched and may even fade during blotting.

8. Do not trim lanes off the agarose gel because aggregates may
be in/near the loading well.
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9. If cost is not an obstacle, use more secondary antibody solu-
tion for the blotting protocol. Replace the plastic bag with a
small container, requiring the use of 15–30 mL of solution.

10. On occasion, the prestained molecular weight markers can lose
their color through the various washes of the membrane. To
avoid losing this information, cut very small slits at the edge of
the membrane to indicate the locations of each prestained
marker along the axis of electrophoresis.

11. Unlike a Western blot, which routinely has clear and distinct
bands, SDD-AGE results in a blot that appears more smeared
and stretched. To interpret the results, it can be helpful to run a
control sample that is the same as one of your samples but is
denatured by a 5-min incubation at 100 �C. This can help you
determine where a protein monomer would run on the gel
relative to the protein aggregates. SDD-AGE data should be
interpreted only relative to other samples on the same gel. One
type of aggregate is smaller or larger based on how far it
migrated down the gel. Smaller aggregates run further, while
larger aggregates do not migrate as far. If the conditions allow
it, sometimes protein monomers are visible or even fragment at
the lower part of the gel. Aggregates can greatly vary in size. In
fact, some aggregates are so large that they do not fully pene-
trate the gel and can be detected in or near the well.
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Chapter 8

The Use of High Performance Liquid Chromatography
for the Characterization of the Unfolding and Aggregation
of Dairy Proteins

Sophie Jeanne Gaspard and André Brodkorb

Abstract

High-performance liquid chromatography (HPLC) is routinely used to identify and characterize proteins.
HPLC can help to understand protein aggregation processes in dairy products, which are induced by
common industrial processing steps such as heat treatment. In this chapter, three complementary chro-
matographic methods are described, which are based on the principles of size exclusion and reversed-phase
chromatography. These methods are used to determine the degree of denaturation and aggregation of
proteins, and estimate the molecular weight of these aggregates.

Key words HPLC, Proteins, Denaturation, Aggregation, Reversed-phase chromatography, Size
exclusion chromatography

1 Introduction

High-performance liquid chromatography, abbreviated HPLC, is a
routine technique developed in the 1960s to purify and analyze
polar molecules with a high molecular weight in less than 1 h
[1]. Thanks to significant improvements in chromatography matri-
ces and the packing of columns, HPLC can now be used as a tool to
analyze peptides, proteins, and biopolymers with great accuracy
and reproducibility. The characterization of proteins, in particular
protein unfolding and aggregation, is of great importance in the
field of biochemistry, but also widely used in food and biomaterial
sciences. This chapter describes the use of HPLC in dairy chemis-
try, in particular for the characterization of the state of dairy pro-
teins (native, unfolded, aggregated) due to common process-
induced changes during food production (heat treatment, high
pressure, concentration, dehydration, change in acidity and ionic
strength, etc.). Chromatographic separation is based on the size
(gel permeation or size exclusion chromatography, SEC-HPLC) or
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polarity (reversed-phase chromatography, RP-HPLC) of the pro-
tein material. By combining these methods, a detailed characteriza-
tion of the extent of protein denaturation and aggregation is
possible [2–4]. The chromatography results contribute to the over-
all kinetic and structural understanding of heat-induced changes in
the structure of dairy proteins, which is of high scientific and
industrial interest. A summary of other methods for the quantifica-
tion of dairy proteins can be found elsewhere [5].

Three complementary HPLC methods are described in this
chapter:

Method 1: RP-HPLC method for the total quantification of dairy
proteins (caseins and whey proteins, native and aggregated),
based on a method by Visser et al. [6]. It allows the quantifica-
tion of individual proteins, including those in aggregates. Sam-
ple treatment involves the disruption of the intermolecular
disulfide bonds and noncovalent interactions by
β-mercaptoethanol and urea [7].

Method 2: RP-HPLCmethod for the quantification of native whey
proteins based on a method by Beyer et al. [8, 9]. Sample
treatment involves the isoelectric precipitation and removal of
denatured whey proteins. The degree of protein denaturation
can be calculated from the difference between the total amount
of proteins and that of the native proteins. This is only applica-
ble for whey proteins, which can unfold and denature because
of their globular structure.

Method 3: SEC-HPLCmethod for the estimation of the molecular
weight of the proteins and protein aggregates. The method is
suitable for molecular weight ranges between approximately
104 and 5 � 105 Da, depending on the choice of chromatogra-
phy column.

2 Materials

All solutions should be prepared using ultrapure water, such as
Milli-Q®water and analytical or, if available, HPLC-grade reagents.
All solutions containing acetonitrile (ACN) or trifluoroacetic acid
(TFA) must be prepared in a fume hood using the correct PPE (lab
coat, lab goggles, and appropriate gloves).

(a) Preparation of mobile phase A (for method 1), 10% (v/v) aceto-
nitrile (ACN) + 0.1% (v/v) trifluoroacetic acid (TFA) in
water. Carefully pour 200 mL of ACN into a 2 L volumetric
flask. Add around 1500 mL of water and 2 mL of TFA (see
Note 1). Invert the solution to thoroughly mix the organic
phase and water. Fill up to 2 L with water. Rinse a filtration
vessel and a 2 L glass bottle with a small amount of the filtered
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mobile phase and return it to the unfiltered buffer. Vacuum-
filter the mobile phase with a 0.45 μm pore size hydrophilic
filter (e.g., Durapore hydrophilic PVDF membrane filter type,
Merck Millipore). Store at room temperature (see Note 2).

(b) Preparation of mobile phase B (for method 1 and 2), 90% (v/v)
ACN + 0.1% (v/v) trifluoroacetic acid (TFA) in water. First
add 200 mL of water to a 2 L volumetric flask (see Note 3).
Carefully add 2 mL of TFA and slowly add ACN up to 10 cm
below the fill line. Invert the solution to mix thoroughly.
Wait 20 min to fully equilibrate and fill up to the 2 L mark
(seeNote 4). Rinse a filtration vessel and a 2 L glass bottle with
a small amount of the filtered mobile phase and return it to the
unfiltered buffer. Vacuum-filter the mobile phase with a
0.45 μm pore size hydrophobic filter (e.g., Durapore hydro-
phobic PVDF membrane filter type, Merck Millipore). Store
at room temperature (see Note 2).

(c) Preparation of mobile phase A (for method 2), 0.1% (v/v) tri-
fluoroacetic acid (TFA) in water.Mix approximately 1800 mL
of water and 2 mL of TFA (see Note 1). Make up to 2 L with
water. Invert the solution to thoroughly mix the water and
TFA. Rinse a filtration vessel and a 2 L glass bottle with a small
amount of the filtered mobile phase and return it to the
unfiltered buffer. Vacuum-filter the mobile phase with a
0.45 μm pore size hydrophilic filter (e.g., Durapore hydro-
philic PVDF membrane filter type, Merck Millipore). Store at
room temperature (see Note 5).

(d) Preparation of the mobile phase (for method 3), 20 mM sodium
phosphate, pH 7.0. Prepare 1 L of 20 mM monobasic sodium
phosphate (NaH2PO4) and 1 L of 20 mM dibasic sodium
phosphate (Na2HPO4). Add solid sodium azide to reach a
concentration of 0.05% (w/v) in both solutions to inhibit
undesirable microbial growth. Add 900 mL of 20 mM dibasic
sodium phosphate to a 2 L beaker and stir continuously.
Slowly add 20 mM monobasic sodium phosphate until
pH 7.0 is reached. Rinse a filtration vessel and a 2 L glass
bottle with a small amount of the filtered mobile phase and
return it to the unfiltered buffer. Vacuum-filter the mobile
phase through a 0.45 μm pore size hydrophilic filter (e.g.,
Durapore hydrophilic PVDF membrane filter type, Merck
Millipore). Store at room temperature (see Note 6).

(e) 0.1 M Sodium acetate/acetic acid buffer pH 4.6. Prepare 0.1 M
of sodium acetate with water in 500 mL volumetric flask, in
the fume hood. Prepare 0.1 M acetic acid with water in a
500 mL volumetric flask, in the fume hood. Transfer
400 mL of 0.1 M acetic acid solution to a 1 L beaker and
slowly add 0.1M sodium acetate until pH 4.6 is reached. Store
at room temperature (see Note 7).
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(f) Denaturing sample buffer: 7 M urea + 20 mM bis-tris propane,
pH 7.5.Weigh 42 g of urea (Mw¼ 60.06 g/mol) and 0.56 g of
bis-tris propane (1,3-bispropane, Mw ¼ 282.33 g/mol) in a
glass beaker with 80 mL of water (see Note 8). Stir and heat
gently to aid dissolution. Adjust the pH to 7.5 using 0.1 M
HCl or NaOH. Transfer to a 100 mL volumetric flask and
rinse the transfer funnel with a small amount of water. Add
water to 100 mL. Invert several times to mix thoroughly (see
Note 9).

(g) Molecular weight standards. The molecular weight standards
(see Table 1) are prepared in water.

3 Methods

3.1 Method 1:

Quantification of Dairy

Proteins Using

RP-HPLC

3.1.1 Sample

Preparation for Dairy

Protein Quantification

Caseins exist in milk as large, colloidal particles (casein micelles,
mean diameter �150 nm) suspended in the aqueous milk serum,
the latter containing whey proteins. Caseins associate via noncova-
lent interactions [10]. In contrast to this, native whey proteins are
in monomeric or dimeric form. Upon heating, whey proteins and
caseins can associate via covalent disulfide bonds and other non-
covalent interactions. For chromatographic separation, the proteins
need to be dissociated and fully denatured prior injection onto the
column. The noncovalent interactions and disulfide bonds can be
disrupted by pretreating samples with urea and β-mercaptoethanol.
In this method, the samples are mixed with the denaturing sample
buffer in a ratio of 1:20 (see Note 10).

Table 1
Protein standards for SEC-HPLC of protein aggregates on a TSK Gel
G2000SWXL and a TSK Gel G3000SWXL in series (Tosoh Bioscience GmbH,
Griesheim, Germany)

Protein Molecular weight (Da)

Blue dextran >2,000,000

Thyroglobulin 669,000

Ferritin 440,000

Aldolase 158,000

Bovine serum albumin 66,267

β-Lactoglobulin 18,362

α-Lactalbumin 14,174

Proteins can be purchased as a high molecular weight kit (GE Healthcare, Little Chal-

font, UK) in addition to bovine serum albumin, β-lactoglobulin, and α-lactalbumin
(Sigma-Aldrich, St. Louis, MO, USA)
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1. In order to reach the desired final concentration of 0.2% (w/v)
of proteins (see Note 11), standardize the protein sample to
3.5–4% (w/v) protein. The protein standards, native whey
proteins, and caseins are prepared in water.

2. Transfer the volume of sample buffer needed for a sample–buf-
fer volume ratio of 1:20, to a polypropylene tube and add
50 μL of β-mercaptoethanol for every 10 mL of sample buffer.

3. Add 200 μL of each sample to 3.8 mL of urea and
β-mercaptoethanol mixture. Vortex the samples. Leave at
room temperature for 1 h and invert every 15min (seeNote 12).

4. Filter the samples through a 0.22 μm low protein binding and
hydrophilic syringe filter (e.g., PVDF membrane filter type)
into the HPLC vials. Fill to the neck.

3.1.2 HPLC System The method requires an HPLC separation module with a UV/
visible detector and the corresponding software for data analysis.

The results were obtained here using a Poroshell 300SB-C18
column measuring 2.1 � 75 mm from Agilent (Santa Clara, CA,
USA).

One chromatographic run takes 35 min per sample at a flow
rate of 0.5 mL/min. The injection volume is 5 μL. The column
temperature is set at 35 �C.

3.1.3 HPLC Run

and Analysis of the Elution

Profiles

1. Equilibrate the column with 2–5 column volumes of a mobile
phase mixture of 74% mobile phase A and 26% of mobile phase
B at a flow rate of 0.5 mL/min. The absorbance is recorded at
214 and 280 nm (see Note 13). After equilibration, the absor-
bance should be constant and changes in absorption close to
�10�5 AU; extend the equilibration if necessary.

2. Set up the HPLC instrument method to run the gradient
detailed in Table 2, at a flow rate of 0.5 mL/min and at a
column temperature of 35 �C.

3. Inject 5 μL of a blank (water or mobile phase) at the beginning
and end of each set of samples to verify a clean baseline. Inject
5 μL of the samples and the standards. The order for the
injection should follow an increasing protein concentration to
reduce the risk of cross-contamination.

4. Compare the elution time of the standards to the elution time
of the unknown proteins to identify the peaks. Use the software
functions to integrate the individual peaks and deduce the
protein content of each protein from a calibration curve for
each protein standard. Anticipated elution profiles of caseins
and whey proteins at 214 nm are shown in Fig. 1.
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3.2 Method 2:

Quantification of Whey

Protein Denaturation

by RP-HPLC

3.2.1 Sample

Preparation

1. Dilute the protein standards in ultrapure water.

2. Dilute the protein samples in sodium acetate/acetic acid buffer
at pH 4.6 to reach a protein concentration of 0.25% (w/v) (see
Note 11). Separate the isoelectric precipitate by centrifugation
at 14,000 � g for 30 min at room temperature (see Note 14).

3. If dilution of the supernatant is necessary, dilute in a mixture of
80% mobile phase A and 20% of mobile phase B (seeNote 15).

Table 2
Gradient of elution for the separation of caseins and whey proteins on a
Poroshell 300SB-C18 column (Agilent, Santa Clara, CA, USA)

Time (min) % A % B

0.0 74 26

10.0 63 37

23.0 55 45

26.0 0 100

29.5 0 100

32.5 74 26

35.0 74 26

Solvent A: 10% (v/v) ACN in 0.1% (v/v) TFA; solvent B: 90% (v/v) ACN in 0.1% (v/v)
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0

50

100

150

200

250

300

350

400

2.5 7.5 12.5 17.5

)UA
m(

mn
412ta

ecnabrosbA

Time (min)

-CN s2-CN

s1-CN

-CN

-la -lg B -lg A

Fig. 1 Anticipated results (method 1) of elution of κ-casein (κ-CN), αs2-casein
(αs2-CN), αs1-casein (αs1-CN), β-casein (β-CN), α-lactalbumin (α-la), β lacto-
globulin (β-lg A and B) from skim milk on a Poroshell 300SB-C18 column
(Agilent, Santa Clara, CA, USA) at flow rate of 0.5 mL/min. The mobile phase A
was 10% (v/v) acetonitrile (ACN) + 0.1% (v/v) trifluoroacetic acid (TFA) in water
and the mobile phase B was 90% (v/v) ACN + 0.1% (v/v) TFA in water
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4. Discard the pellet and filter the supernatant and the protein
standards through 0.45 μm low protein binding and hydro-
philic syringe filter (e.g., PES membrane filter type, Sartorius,
Göttingen, Germany) directly into the HPLC vials. Fill to the
neck of the vial.

3.2.2 HPLC System The method requires an HPLC separation module with a UV/
visible detector and the corresponding software for data analysis.

The results were obtained using a C5 PolymerX RP1 column
(see Note 16) measuring 150 � 4.6 mm from Phenomenex (Tor-
rance, CA, USA). One chromatographic run takes 45 min per
sample at a flow rate of 1 mL/min. The injection volume is
20 μL. The column temperature is set at 28 �C.

3.2.3 HPLC Run

and Analysis of the Elution

Profiles

1. Equilibrate the column with 2–5 column volumes of a mobile
phase mixture of 80% mobile phase A and 20% of mobile phase
B with a flow rate of 1 mL/min. The absorbance is recorded at
214 and 280 nm (see Note 13). After equilibration, the absor-
bance should be constant and changes in absorption close to
�10�5 AU; extend the equilibration if necessary.

2. Set up the HPLC instrument method to run the gradient
detailed in Table 3, at a flow rate of 1 mL/min and at a
temperature of 28 �C.

3. Inject 20 μL of a blank (water or mobile phase) at the begin-
ning and end of each set of samples to verify a clean baseline.
Inject 20 μL of the samples and the standards. The order for
the injection should follow an increasing protein concentration
to reduce the risk of cross-contamination.

Table 3
Gradient of elution for the separation of native whey proteins on a C5
PolymerX RP1 column (Phenomenex, Torrance, CA, USA)

Time (min) % A % B

0 80 20

3 80 20

13 60 40

33 40 60

35 0 100

40 0 100

40.5 80 20

45 80 20

Solvent A: 0.1% (v/v) TFA; solvent B: 90% (v/v) ACN in 0.1% (v/v) TFA
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4. Compare the elution time of the standards to the elution time
of the unknown proteins to identify the peak. Use the software
functions to integrate the individual peaks and deduce the
protein content of each protein from a calibration curve for
each protein standard. The amount of denatured protein is
calculated as the difference between the initial amount of
non-heated protein samples and the residual amount after
heating, both determined by this method. Alternatively, the
total (native + denatured) amount of protein can be deter-
mined by the method described in Subheading 3.1.

5. Anticipated elution profiles of caseinomacropeptide (CMP),
α-lactalbumin (α-la), and β-lactoglobulin (β-lg) at 280 nm
and 214 nm are shown in Fig. 2.

3.3 Method 3:

Determination

of the Degree

of Protein Aggregation

by SEC-HPLC System

Two columns in series, TSK Gel G2000SWXL and TSK Gel
G3000SWXL (Tosoh Bioscience GmbH, Griesheim, Germany) are
used, preceded by a guard column to prevent potential column
blockage. The dimensions of both columns are 7.8 � 300 mm
(see Note 17).

The method requires an HPLC separation module, a UV/vi-
sible detector and the corresponding software for the elution anal-
ysis. The flow rate is 0.5 mL/min with an isocratic gradient of
20 mM sodium phosphate (pH 7.0). The total duration of the
run is 60 min per sample. The injection volume is 20 μL. The
column should remain at room temperature without the use of a
column oven (see Note 18).

3.3.1 HPLC Run

and Analysis of the Elution

Profiles

The samples are standardized to 0.25% (w/v) protein in water (see
Note 11) and filtered through 0.45 μm hydrophilic syringe filters
with a low protein binding profile (e.g., PES membrane filter type,
Sartorius, Göttingen, Germany). The molecular weight standards
were prepared as described in Subheading 2.

1. Equilibrate the column with 2 column volumes of 20 mM of
sodium phosphate (pH 7.0; 0.05%, w/v, sodium azide) buffer
at a flow rate of 0.5 mL/min. The absorbance is recorded at
214 and 280 nm (see Note 13). After equilibration, the absor-
bance at 280 nm should be constant and changes in absorption
close to �10�5 AU; extend the equilibration if necessary.

2. Set up the HPLC instrument method to run an isocratic gradi-
ent of 20 mM sodium phosphate (pH 7.0) at a flow rate of
0.5 mL/min.

3. Inject 20 μL of a blank (water or mobile phase) at the begin-
ning and end of each set of samples to verify a clean baseline.
Then, inject 20 μL of the samples and the standards. The order
for the injection should follow an increasing protein concen-
tration to reduce the risk of cross-contamination.
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4. Calculate the partition coefficient Kav of the standards.
Kav is expressed as:

K av ¼ V e � V 0ð Þ= V c � V 0ð Þ,
where Ve is the volume at which the peak was eluted, V0 is the
exclusion volume, and Vc is the volume of the column. V0 is the
elution volume of the blue dextran.

Plot Kav against the logarithm of the molecular weight of
the standards.

Calculate Kav of the sample peaks and deduce the molecu-
lar weight of the proteins and aggregates using the calibration
curve.
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Fig. 2 Anticipated chromatograms (method 2) of native caseinomacropeptide
(CMP), α-lactalbumin (α-la), and β-lactoglobulin (β-lg A and B) on a C5 PolymerX
RP1 column (Phenomenex, Torrance, CA, USA) at a flow rate of 1 mL/min,
detected at 280 nm (a) and 214 nm (b). The mobile phase A was 0.1% (v/v) TFA
in water and the mobile phase B was 90% (v/v) ACN + 0.1% (v/v) TFA in water
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5. An anticipated elution profile of α-lactalbumin (α-la),
β-lactoglobulin (β-lg), and heat-induced aggregates of whey
proteins at 280 nm is shown in Fig. 3.

4 Notes

1. TFA (trifluoroacetic acid) is an anionic ion-pairing agent inter-
acting with the stationary phase of the column and with the
positively charged portions of hydrophilic proteins and pep-
tides, affecting their retention time. TFA is also
UV-transparent, which makes it a suitable additive to HPLC
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Fig. 3 Chromatograms (method 3) showing the typical profile of (a) the whey
proteins α-lactalbumin (α-la) and β-lactoglobulin (β-lg), and (b) heat-induced
aggregates of α-lactalbumin and β-lactoglobulin on TSK Gel G2000SWXL and
TSK Gel G3000SWXL in series (Tosoh Bioscience GmbH, Griesheim, Germany)
eluted at a flow rate of 0.5 mL/min by SEC-HPLC. The mobile phase was 20 mM
sodium phosphate (pH 7.0)
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solvents. TFA is very volatile; it is recommended to first add the
acetonitrile or water and then the TFA when preparing the
mobile phase to avoid loss. Due to its acute toxicity, it must
be handled in the fume hood while wearing the
appropriate PPE.

2. Buffers containing acetonitrile are very stable and no microbial
growth is expected. Thus, the addition of sodium azide is not
necessary and the mobile phase can be used for up to 1 year in
an air-tight bottle.

3. The addition of 10% (v/v) water reduces the differences in
viscosity of the two mobile phases (organic and aqueous) and
improves mixing in the HPLC separation module before enter-
ing the column.

4. Mixing acetonitrile with water causes an endothermic reaction
and a cooling of the mobile phase can be observed. Waiting for
the solution to reach room temperature minimizes error in the
volume adjustment, thereby improving reproducibility.

5. The addition of TFA reduces the pH and also limits the risk of
microbial growth. Thus, the aqueous mobile phase containing
TFA can be used for several months after preparation; the
addition of sodium azide is not necessary.

6. Sodium phosphate buffer containing 0.05% (w/v) sodium
azide can be used for up to one month after preparation.

7. Sodium acetate/acetic acid buffer can be used within a few
months due to the low pH of the buffer.

8. Guanidine hydrochloride (6 M) and dithiothreitol (19.5 mM)
can be used as denaturing and reducing agent instead of urea
and β-mercaptoethanol to improve the separation of some of
the proteins [11, 12].

9. The buffer should be freshly prepared and cannot be stored for
long due to the high concentration of urea. The prolonged
storage of urea leads to the formation of crystals.

10. In case of samples with a low protein concentration, a ratio
sample: denaturing buffer of 1:4 can be used.

11. The adjustment of the protein concentration to around 0.25%
(w/v) is an indicative figure. We observed a reasonable separa-
tion at this protein concentration, but this can be adjusted if
necessary.

12. Urea denatures the proteins by disrupting hydrogen bonds.
This requires a high concentration of urea. Without heating,
β-mercaptoethanol requires more time to reduce the disulfide
bonds of the proteins.
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13. The choice of the adequate wavelength of detection can be
made prior chromatographic separation by measuring an
absorption spectrum of the sample with a UV/Vis spectropho-
tometer. Most proteins and peptides contain aromatic amino
acids that absorb at 280 nm. For some polypeptides, such as
caseinomacropeptide, and generally shorter peptides, a detec-
tion wavelength of 214 nm is recommended, which corre-
sponds to the absorption by the peptide bonds.

14. Centrifugation of the proteins at pH 4.6 allows the isoelectric
precipitation of aggregated and denatured whey proteins. The
centrifugation speed and duration are chosen to minimize the
loss of native proteins in the pellet.

15. Using the original composition of the mobile phase for dilut-
ing the sample prevents a potential precipitation of the proteins
in the column during the HPLC run. Precipitation of proteins
in a chromatography column can cause irreversible blockages
and damage to the stationary phase. Measuring the protein
content before and after filtration is recommended to verify
their solubility. Native proteins can be rehydrated in water
unless precipitation is expected in the mobile phase.

16. C4 columns [13] or a PLRP-S column from Latek (Eppelheim,
Germany) can also be used as an alternative [14]. The elution
gradient and acetonitrile/water ratio of the mobile phases
were, in both case, slightly modified.

17. The use of two columns in series increases the number of
theoretical plates and thus the quality of the separation.
Using two G2000 columns of 300 mm or one G2000 column
of 600 mm gives good results to analyze the disappearance of
native whey proteins and appearance of soluble aggregated
proteins during heat treatment. The exclusion volume of the
G3000 column corresponds to a higher molecular weight
(5 � 105 Da) and allows the detection of larger aggregates.
The OHpak SB-806 HQ-type column from Shodex (Tokyo,
Japan), can separate even larger aggregates (exclusion volume
corresponding to 2� 107 Da). It is noteworthy that these SEC
columns are very stable if treated with care.

18. The results obtained by SEC-HPLC are less sensitive to tem-
perature variations because hydrophobic interactions with the
stationary phase are minimal, contrary to RP-HPLC.
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Chapter 9

Differential Scanning Calorimetry to Quantify Heat-Induced
Aggregation in Concentrated Protein Solutions

Matthew R. Jacobs, Mark Grace, Alice Blumlein, and Jennifer J. McManus

Abstract

Differential scanning calorimetry (DSC) is an important technique to measure the thermodynamics of
protein unfolding (or folding). Information including the temperature for the onset of unfolding, the melt
transition temperature (Tm), enthalpy of unfolding (ΔH ), and refolding index (RI) are useful for evaluating
the heat stability of proteins for a range of biochemical, structural biology, industrial, and pharmaceutical
applications. We describe a procedure for careful sample preparation of proteins for DSCmeasurements and
data analysis to determine a range of thermodynamic parameters. In particular, we highlight a measure of
protein refolding following complete thermal denaturation (RI), which quantifies the proportion of protein
lost to irreversible aggregation after thermal denaturation.

Key words Differential scanning calorimetry, Melt transition temperature, Enthalpy, Refolding index,
Protein aggregation, Thermal denaturation

1 Introduction

Protein aggregation is a complex process that occurs by a range of
different mechanisms including protein self-association, chemical
denaturation, high pressure, interfacial mediated denaturation and
high temperature [1–7]. However, aggregation resulting from
heat-induced protein denaturation is perhaps the most well studied
of these mechanisms [8–13]. The degree of aggregation caused by
thermal stress for a given protein concentration can change
depending on the solution conditions such as the buffer type and
concentration, pH, the presence of inorganic salts or organic modi-
fiers, and total ionic strength [14–16]. The structural and thermal
stability of proteins and other biomolecules is often evaluated using
DSC, which measures the energy required to increase the tempera-
ture of a solution, which provides information on the structural
changes that occur during thermally induced protein unfolding
[17–19]. DSC provides a range of information including the
onset temperature for unfolding (Tonset), the melt transition
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temperature (Tm). Furthermore, DSC provides information on the
reversibility of thermal denaturation in the form of the refolding
index (RI) [14, 15] and other thermodynamic parameters includ-
ing the enthalpy associated with protein unfolding (ΔH), the van’t
Hoff enthalpy (ΔHVH) which provides information on whether
unfolding is proceeding via a two-state mechanism and finally the
entropy (ΔS) associated with thermal transitions. The thermody-
namic parameters measured using DSC can provide useful informa-
tion about intermolecular and intramolecular interactions between
proteins in solution, which impact on the protein thermal stability
and the nature of irreversible aggregation that often follows ther-
mal denaturation. These experiments are valuable for optimizing
solution conditions for the storage and use of proteins in a variety
of fields. In the food industry, the high temperature treatment of
dairy products with pasteurization and high temperature proces-
sing of food and beverage products which can impact the quality
(in terms of taste and nutrition) and shelf life of products
[20, 21]. Similarly, DSC is a method used in gaining insight into
the heat-induced aggregation of biopharmaceuticals such as mono-
clonal antibodies, which can cause reduction in the efficacy of these
treatments and immunogenicity [22–26]. Optimizing food and
pharmaceutical product stability are typically performed by screen-
ing a broad range of product conditions where parameters such as
salt type, salt concentration, pH, and ionic strength are varied while
measuring DSC parameters to determine the environment that
maximizes the heat stability of the product. This section details a
procedure for measuring a range of DSC parameters using the
model protein lysozyme. The thermal behavior of lysozyme has
been extensively characterized in a wide variety of solution condi-
tions, and serves as a useful example of the range of the impact that
solution conditions can have on DSC parameters [12, 14, 19,
27–29].

2 Materials

1. All solutions should be prepared using ultrapure water (con-
ductivity of 18 MΩ cm�1 at 25 �C), which is filtered through a
0.22 μm filter prior to use and all reagents should be analytical
grade.

2. Prepare a 10 mM sodium phosphate solution in a 100 ml
volumetric flask and adjust to pH 5.

3. Filter the sodium phosphate solution through a 0.22 μm
syringe-driven filter into a clean 100 ml glass bottle before
use (see Note 1).

4. A high purity (>99%) source of lysozymewas used as the protein
for the present method (see Note 2), [14, 15, 19, 27, 30].
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5. Large volume stainless steel, sealed pans should be used for
DSC measurements, since these pans can facilitate up to 60 μl
of sample and can be used with the majority of DSC
instruments.

6. For the following example a Perkin Elmer Pyris 6 DSC was
used, however equivalent DSC instruments from other ven-
dors are also acceptable. Data analysis was performed with
Origin 2018b.

3 Methods

3.1 Sample

Preparation

1. Weigh 110 mg of lysozyme into a 1.5 ml Eppendorf tube and
dissolve the protein in 1 ml of deionized water. Allow the
protein to hydrate for 1 h.

2. Filter the sample through a 0.22 μm syringe-driven filter (non-
protein binding hydrophilic filter) into a fresh 1.5 ml Eppen-
dorf tube to remove any particulates.

3. It is important to ensure that the pH and ionic strength of the
protein solution is accurate. Lyophilized protein will often
contain coprecipitated salts, which may affect the pH or ionic
strength of solution. This should be minimized by exhaustive
dialysis of the protein against the desired buffer. A quick and
convenient way to do this is using ultrafiltration.

4. Transfer the sample to a 4 ml centrifugal ultrafiltration device
with a molecular weight cutoff of 10 kDa (see Note 3).

5. Add an additional 3 ml of prefiltered ultrapure water using a
micropipette, mixing gently with a pipette (see Note 4). Cen-
trifuge the sample at 7000 � g (for a 23� fixed angle rotor) for
30 min. Repeat this step two additional times for a total of
three rinses of lysozyme with deionized water to ensure that all
buffers, salts and other modifiers are removed from the sample
(see Note 5).

6. Dilute the protein sample in the ultrafiltration device to a
volume of 4 ml with 10 mM sodium phosphate, pH 5. Centri-
fuge the ultrafiltration tube at 7000 � g for approximately
30 min. Repeat this step two additional times for a total of
three rinses of protein with buffer (see Note 6).

7. Concentrate the sample in the ultrafiltration device until the
volume is approximately 200 μl.

8. Dilute 1 μl of the concentrated protein in 999 μl of 10 mM
sodium phosphate pH 5 and accurately determine the protein
concentration using UV-Vis spectroscopy and a mass extinc-
tion coefficient for lysozyme of 2.64 ml/mg/cm [31].
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The protein concentration can be calculated using the Beer-
Lambert law, A ¼ εcl.

9. Transfer the protein from the ultrafiltration device to a 250 μl
Eppendorf tube and adjust the volume with 10 mM sodium
phosphate buffer, pH 5 to achieve a protein concentration of
100 mg/ml (see Note 7).

10. Measure the sample pH and adjust the value to pH 5 if required
using sodium hydroxide or hydrochloric acid (see Note 8).

11. Pipette 55 μl of the protein sample into a large volume stainless
steel DSC pan (see Note 9). For concentrated protein solu-
tions, it is best to transfer to the DSC pan using a positive
displacement pipette.

12. Pipette 55 μl of buffer without protein into a second DSC pan
for use as a reference sample.

13. Hermetically seal the sample and buffer DSC pans.

3.2 DSC 1. Place the sample and buffer DSC pans in the appropriate posi-
tions in a Perkin Elmer Pyris 6 DSC instrument and set the
initial temperature to 25 �C and allow the sample and buffer
blank to equilibrate for 5 min.

2. Set the DSC to heat the sample at a forward scan rate of 1 �C/
min from 25 to 95 �C, followed by controlled cooling at a scan
at a rate of 1 �C/min from 95 to 25 �C. Repeat this tempera-
ture scanning program for a total of two forward and two
reverse scans, measuring the power required to maintain the
sample and reference cells at the programmed temperature
across the measurement range.

3. Export the thermograms generated by the DSC instrument for
data processing and import into Origin, or another suitable
software package, and perform baseline subtraction using a
cubic function [32] as shown in Fig. 1 (see Note 10).

4. For each thermogram, convert the y-axis from units of power
or heat flow (typically in mW, note 1 mW¼ 1 mJ/s) to units of
kcal/mol/�C.

This conversion is achieved by dividing the DSC heat flow
(y-axis) by calculating the number of moles of protein present
in the DSC pan (e.g., 55 μl of 100 mg/ml of lysozyme corre-
sponds to a mass of 5.5 mg protein and dividing this mass by
the molecular weight of lysozyme, 14,314 g/mol, yields
3.88 � 10�7 mol). Then divide by the DSC temperature scan
rate (note 1 �Cmin�1¼ 0.0167 �C/s) and finally convert from
mJ to kcal by dividing by 2.39 � 10�7 mJ/kcal.

5. Plot temperature (x-axis, �C) versus the normalized heat flow
(y-axis, kcal/mol/�C). The melt transition temperature (Tm) is
defined as the peak maximum of the first heating cycle as shown
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in Fig. 2 (seeNote 11). The onset of protein unfolding (Tonset)
is determined by measuring the temperature at which protein
denaturation begins, which is the inflection point between the
baseline of the thermogram and the fitted DSC peak (Fig. 2).
For a fully reversible process, the enthalpy (ΔH) required to
unfold the protein is obtained by integration of the area

Fig. 1 DSC thermograms of lysozyme, 100 mg/ml in 10 mM sodium phosphate
buffer at pH 5 showing two consecutive heating cycles (1 and 2) with both
heating and cooling. Baseline correction was performed using a cubic fitting
function applied with Origin software

Fig. 2 A baseline subtracted thermogram of the first heating cycle of 100 mg/ml
lysozyme in 10 mM sodium phosphate buffer, pH 5. The exothermic peak of the
heating cycle is indicative of protein denaturation. The melt transition
temperature (Tm ¼ 76.8 �C) and onset of thermal denaturation
(Tonset ¼ 67.8 �C) are indicated, along with the endothermic portion of the
peak that is integrated to determine ΔH
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underneath the endothermic portion of the DSC thermogram
peak, as shown in Fig. 2, and multiplying this quantity by two.

6. Protein unfolding can be a two-stage or multistage process.
One way to determine whether the protein unfolds via a
two-state process (i.e., folded/native [N] or unfolded [U]) is
to compare the enthalpy of unfolding to the van’t Hoff
enthalpy, where ratios close to 1 suggest that a two-state tran-
sition occurs (see Note 12).

7. The van’t Hoff enthalpy can be determined by constructing a
van’t Hoff plot. Select five temperatures that cover the range of
temperatures over which the thermal unfolding event takes
place, as shown in Fig. 3a. It is convenient to select evenly
spaced temperatures at equally spaced increments across the
thermogram peak (2.5 �C increments are shown in Fig. 3a).
Integrate the areas corresponding to unfolded [U] and natively
folded [N] protein at each of the selected temperatures as
shown in Fig. 3b, c. Calculate the ratio of unfolded to native
protein (Keq) by dividing [U] by [N] for each of the thermo-
gram temperature divisions as shown in Table 1. Plot the

Fig. 3 Diagram showing a DSC peak for 100 mg/ml lysozyme in 10 mM sodium
phosphate buffer, pH 5. In (a) the peak has been sectioned into six slices at
2.5 �C increments (72.5–82.5 �C). (b) shows the integration of the unfolded [U]
(yellow shaded region) and the native [N] (gray-shaded region) areas
corresponding to the 72.5 �C peak division. Similarly, (c) shows the [U] and
[N] integrated regions for the 75.0 �C peak division
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reciprocal of temperature in degrees Kelvin (x-axis) for each
thermogram division against the natural logarithm of Keq as
shown in Fig. 4 and perform linear fitting of the data.

The van’t Hoff equation (Eq. 1) is then used to obtain the
van’t Hoff enthalpy.

ln K eq

� � ¼ �ΔH
RT

þ ΔS
R

: ð1Þ

The slope of the fitted line, multiplied by �1 and the ideal
gas constant, R, (1.987 � 10�3 kcal/mol/�C) yields the van’t
Hoff enthalpy for the protein. A similar van’t Hoff enthalpy
and integrated enthalpy from the thermogram peak is indica-
tive of a two-state transition.

Fig. 4 A van’t Hoff plot for lysozyme 100 mg/ml in 10 mM sodium phosphate,
pH 5 showing the linear fit of the equilibrium unfolding data ln(Keq) versus
reciprocal temperature (1/K), see Table 1 for corresponding data

Table 1
Data and calculations for preparation of the van’t Hoff plot in Fig. 4

Temperature (�C) Temperature (K) 1/Temperature (K�1) [U] (kcal/mol) [N] (kcal/mol) ln([U]/[N])

72.5 345.5 0.00289 6.6 98.4 �2.70

75 348 0.00287 25.1 79.9 �1.16

77.5 350.5 0.00285 60.5 44.5 0.31

80 353 0.00283 89.8 15.3 1.77

82.5 355.5 0.00281 101.4 3.6 3.35

Note that the total area under the thermogram peak was 105 kcal/mol for the 100 mg/ml lysozyme sample in 10 mM
sodium phosphate, pH 5
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8. The refolding index (RI) can be calculated if refolding is
observed for the protein during consecutive heating cycles, as
shown in Fig. 5. This is determined by integrating the area
under the thermogram peaks for the first (n) and second (n + 1)
heating cycles (see Note 13). Equation 2 is then used to calcu-
late the refolding index by dividing the enthalpy of the second
heating cycle by that of the first heating cycle to obtain a
RI (Eq. 1), which is the ratio of protein that refolded
between those two heating events expressed as a proportion
(see Note 14).

RI ¼ ΔHme n þ 1ð Þ
ΔHme nð Þ : ð2Þ

9. The proportion of protein lost to aggregation during a heating
and cooling cycle, can be determined using Eq. 3:

%aggregation ¼ 1� RIð Þ � 100: ð3Þ

4 Notes

1. If the buffer has been stored for any length of time, check the
pH before use.

2. It is essential that the protein being investigated is of high
purity, as small amounts of impurities can have a substantial
impact on the structural stability (and in particular, the

Fig. 5 Thermograms of two sequential heating cycles for a sample of 100 mg/ml
lysozyme in 10 mM sodium phosphate pH 5. Integration of the endothermic
portion of the melt transition is shown, and the ratio of the areas of heating cycle
2 to heating cycle 1 yields the refolding index (RI)
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reversibility of the unfolding process) of the protein evaluated,
which directly effects the quality of DSC data and parameters
derived from analysis.

3. Select a molecular weight cutoff that is lower than the molecu-
lar weight of the protein. Always check the absorbance of the
filtrate at 280 nm to ensure that the protein was retained by the
membrane of the filter. If protein is detected in the filtrate,
select a lower molecular weight cutoff filter.

4. Ultrafiltration should be performed at conditions appropriate
to the protein being analyzed. Considerations prior to ultrafil-
tration include the temperature stability of the protein, pro-
pensity to aggregate or precipitate at high concentration, and
the impact of centrifugation on solution phase stability. Ther-
mal degradation can be minimized by performing ultrafiltra-
tion in a cold room or in a centrifuge equipped with
temperature control. Over concentrating some proteins can
lead to aggregation or precipitation, which can be controlled
by centrifugation at slower rates or for shorter durations. Care
should be taken when working with a protein that has not had
its stability profile established. Dialysis can be used in place of
ultrafiltration for buffer exchange and equilibration at the cost
of convenience; however, dialysis does not necessarily provide
the capacity for straightforward protein concentration.

5. Proteins in the liquid and solid state are formulated with a
range of buffers, salts or organic modifiers to promote stability.
The presence of these additives can have a substantial impact on
DSC measurements; therefore, it is essential to minimize the
impact of undesired additives.

6. Ultrafiltration in should be performed to ensure that the pro-
tein has been equilibrated with the desired target buffer. For
example, ultrafiltration of 4 ml of sample in buffer A using
three equilibration steps with buffer B where the protein con-
centrated to 100 μl and then dispersed in 3.9 ml of buffer B
ensures that is less than 0.01% of buffer A remains in the
sample.

7. A concentrated sample increases the signal-to-noise ratio of
DSC measurements, however not all proteins are soluble at
high concentrations. Measurements can be performed at
lower concentrations, provided that adequate signal is obtained
during a DSC measurement. Ensure that the concentration of
protein is accurately known prior to DSC measurement to
enable data processing and calculation of ΔH if required.

8. High concentration protein solutions can exceed the buffering
capacity of typical buffers, which can lead to a change in pH
relative to the initial buffer pH. This can be corrected by
adjusting the pH with acid or base as required after performing
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the concentration step and then redetermining the protein
concentration.

9. DSC sample pans constructed from inert materials such as
stainless steel must be used for DSCmeasurements on proteins.
Aluminum pans in particular may react with protein samples to
induce aggregation and reduce the sensitivity of DSC, which
negatively impacts the quality of results obtained. Use of large
volume DSC pans is recommended to increase the signal-to-
noise ratio of DSC measurements.

10. Baseline subtraction by fitting and subtracting a cubic function
compensates for hysteresis effects that are present in biomole-
cules like proteins. DSC instruments commonly include soft-
ware capable of performing cubic baseline subtraction,
alternatively many software packages such as Origin, Python,
R or MATLAB can be used to perform this step.

11. It is possible for a protein to have multiple DSC peaks that
indicate different protein domains unfolding at different tem-
peratures, this behavior is dependent on the protein analyzed,
see Fig. 6 for an example. Similarly, peak shoulders can indicate
the presence of additional unfolding intermediates which pre-
clude a two-state unfolding mechanism.

12. The van’t Hoff analysis can only be performed on a DSC
thermogram that shows a single thermogram peak, unlike the
thermogram shown in Fig. 6, which reveals clear evidence for a
multiple stage unfolding pathway.

Fig. 6 A thermogram of a monoclonal antibody (100 mg/ml) in 50 mM L-histidine
buffer at pH 6, showing the Tm for the unfolding events corresponding to the
unfolding of two different domains of this protein at different temperatures (light
chains at 67.9 �C and heavy chains at 80.5 �C)
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13. If the second heating cycle shows that there is an earlier onset
of denaturation (Tonset) relative to the first heating cycle, the
formation of nonnatively folded protein after the initial heating
cycle should be suspected. This contribution to RI calculations
is avoided by integrating the second half of the thermogram
peak from Tm onward, and then multiplying ΔH obtained by
two as shown in Fig. 5.

14. RI can be used to determine the degree of protein refolding
between subsequent heating cycles. It is calculated from the
ratio of ΔH between two thermal scans (usually the first and
second heating events), where an RI of 1 would indicate com-
plete refolding of the protein following a cycle of heating, while
an RI of 0 would indicate no protein unfolding was detected
during the second thermal cycle; therefore, none of the protein
refolded to a native state after the first heating scan.
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Chapter 10

Nanoparticle Tracking Analysis to Examine the
Temperature-Induced Aggregation of Proteins

Svenja Sladek, Kate McComiskey, Anne Marie Healy, and Lidia Tajber

Abstract

In recent years, nanoparticle tracking analysis (NTA) has emerged as an alternative tool for particle size
characterization. Especially when examining polydisperse systems, individual particle to particle tracking
allows for higher peak resolution than dynamic light scattering techniques. However, NTA requires an
experienced user with a good insight into how the different settings can affect the determination of particle
size and size distributions. This chapter provides a guideline for protein aggregation studies using the
example of temperature-induced aggregation of IgG at low concentration.

Key words Nanoparticle tracking analysis, Protein aggregation, Size distribution, Polydisperse sam-
ples, Particle visualization

1 Introduction

Over the last decade, nanoparticle tracking analysis (NTA) has
emerged as an alternative tool for the characterization of
submicron-sized particles in a liquid dispersion, by overcoming
certain limitations of other particle sizing techniques. NTA com-
bines laser light scattering with a high-resolution camera attached
to a microscope. Particles, which are illuminated by the laser, scatter
light, enabling their Brownian motion to be recorded in real time.
In the processing step, the software then identifies and individually
tracks each individual particle in two dimensions. This allows the
determination of the particle diffusion coefficient (Dt) and subse-
quently the sphere-equivalent hydrodynamic diameter (d) of each
particle is calculated using the Stokes–Einstein equation, Eq. 1 [1]:

Dt ¼ TkB
3πηd

ð1Þ

where T is temperature, kB is Boltzmann’s constant, and η is solvent
viscosity.
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This approach of particle-by-particle tracking is highly advan-
tageous when working with polydisperse samples such as protein
dispersions, as it allows a higher peak resolution of particle size and
intensity distributions than dynamic light scattering (DLS)
[2]. Additionally, the known sample volume allows for the calcula-
tion of particle number per ml in the sample. So far, NTA has been
successfully employed for characterization of a number of
submicron-sized particles such as liposomes [3], extracellular vesi-
cles [4, 5], and protein/enzyme aggregation [2, 6, 7]. Most of the
abovementioned NTA studies were conducted in combination with
a complementary technique such as DLS or flow field-flow
fractionation.

Downsides of the NTA technique include data acquisition and
analysis being very dependent on the user’s settings selection and
experience [2, 4, 5, 8]. Furthermore, particle concentration and
size detection limits need to be taken into consideration. Overall,
the predominant opinion is that NTA is an information-rich tech-
nique requiring an experienced operator, as the chosen settings for
video capture and analysis can lead to underrepresentation or over-
emphasis of certain particle populations.

Here we describe the procedure of measuring the temperature-
induced aggregation of IgG, as a model protein, using NTA. It
should be noted that capture and analysis settings are extremely
equipment, sample, and user dependent. For this reason, informa-
tion may not be relevant or suitable for other instrument types and
all samples under analysis.

2 Materials

The IgG used for this experiment was delivered in TRIS buffer
pH 7 (see Note 1). In order to achieve a higher concentration of
IgG in this buffer, the sample was subject to centrifugation-
filtration (Amicon filter devices, MWCO 10 kDa). Two concentra-
tion cycles were carried out by centrifuging 4 ml of sample at
3220 � g (swinging bucket rotor) and 20 �C. At the end of the
concentration process the volume was made up with TRIS buffer
pH 7 to achieve the protein concentration of interest (5–10 mg/
ml). The same method can be employed for buffer exchange.
Centrifugation steps need to be repeated approximately 2–3 times
until the pH of the protein solution matches the buffer pH (see
Note 2). Due to sample preparation and concentration steps pro-
tein aggregates/assemblies can be present in the sample prior to
performing the NTA studies. Therefore, the sample needs to be
filtered through syringe filters (0.22 μm PES or 0.02 μm Anotop).

1. Prepare all solutions using ultrapure Milli-Q water and analyti-
cal grade reagents.
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2. Filter appropriately all solutions/liquids used in NTA experi-
ments or for cleaning (see Note 3).

3. Filters, low protein binding (0.2 μm polyethersulfone (PES)
filters or 0.02 μm Anotop filters).

4. Amicon filter devices, 4 ml (MWCO: 10 kDa).

5. 50 mM Tris buffer pH 7 (use HCl for pH adjustment).

6. Centrifuge with a swinging bucket rotor.

7. IgG.

8. pH meter.

9. NanoSight NS300.

10. 10% v/v ethanol in Milli-Q water.

11. 1 ml tubes (Protein LoBind Tubes, Eppendorf).

12. Compressed air duster cans.

13. Lint-free wipes.

14. Cotton buds.

15. Block heater.

3 Method

This method is NanoSight NS300 specific; requiring a certain level
of understanding and knowledge regarding the use of the hardware
as well as software tools (NTA 3.2). Therefore, first-time users are
advised to make themselves familiar with the software (NanoSight
NS300 software manual). For this experiment IgG in 50 mM Tris
buffer, pH 7 was used as a model protein. Stress conditions con-
sisted of temperature-induced aggregation at 70 �C. However, this
method can be applied to various other proteins and stress condi-
tions (such as temperature, pH or stirring) over time (see Note 4).

3.1 Sample

Preparation

1. Place 0.5 ml of the filtered protein solution in a low protein
binding Eppendorf tube. Allow one tube per time point that
you want to measure.

2. The sample aliquots are then placed in a block heater and
heated up to 70 �C prior to the experiment. After the prede-
termined length of incubation (5, 10, 20, 30, 60, and
120 min), the samples are taken for NTA measurements.

3. Prior to NTA measurements it might be necessary to dilute the
sample to achieve a particle concentration of 107–109 parti-
cles/ml (20–100 particles per frame). Depending on sample
protein concentration, this may require some initial dilution
studies for method optimization (see Note 5).
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3.2 Preparation of

the NTA Instrument

(NanoSight NS300)

1. Switch on the NS300 module before running the NanoSight
NTA software. Make sure that the temperature sensor is
detected prior to using the equipment, otherwise the tempera-
ture and subsequently the viscosity of the solvent is not fac-
tored into the size calculations correctly.

2. Assemble the module (Fig. 1) using the flow-cell top plate and
connect the tubing as directed in the NanoSight user manual.

3.3 Sample Loading 1. The sample is loaded into the chamber with a 1 ml syringe
using the inlet tubing. Before injecting the first sample, the
tubing should be primed with buffer. The first sample is best
introduced with the module held outside of the instrument, to
see and avoid air pockets in the viewing field.

2. Prior to loading sample, ensure all air bubbles are removed
from the syringe to avoid interference with measurements.
Attach the syringe (not entirely filled) to the Luer outlet and
pull slightly on the plunger joining the menisci of sample and
buffer. This will be noticeable by an air bubble in the syringe.
Then, the sample is slowly introduced into the chamber hold-
ing the syringe upright to avoid air bubbles going through the
tubing (see Note 6).

3. Place the chamber (laser module) into the slide and gently push
forward until it connects with the power connector inside and
turn the red lever until it is in a vertical position. Close the
access door.

4. Advance the sample until it is visible in the viewing field (see
Note 7).

Low volume flow cell manifold

Sample inlet tubing

Low volume flow cell gasket component

Laser module

Field of view

Waste outlet tubing

Fig. 1 Low volume flow cell top-plate mounted onto laser module
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3.4 Video Capture Before capturing the first video of each sample, capture settings
need to be optimized. Therefore, after loading the sample and
directing the software to start the measurement, an initial live
image is displayed. The optimization of the capture settings is an
iterative process and may require repeated adjustments (seeNote 8).

1. Under “SOP” (SOP—standard operating procedure; bottom
middle of the screen) select “Standard measurement.” For
temperature-induced aggregation of IgG measurements three
captures per sample are chosen with a capture duration of 60 s
each. Samples are measured at room temperature; therefore,
temperature control and target temperature are not needed (see
Note 9).

2. Optimize the beam position by moving the image up and down
using the cursor. Make sure the beam is central in the field of
view, so the illuminated particles fill the capture screen.

3. The focus can be adjusted using the focus dial on the NS300
instrument (for coarse adjustments), but also in the software
under “Hardware”—“Focus” using the slider control. For the
accuracy of the measurement it is important that the particles
look as sharp as possible or appear with a spherical halo around
them. Figure 2 shows the optimum focus for IgG in buffer (see
Note 10).

4. The “Camera Level” under “Capture” needs to be adjusted so
all particles are visible, but the majority of the particles are not
saturated (signified by red pixels). There are 16 set camera
levels (combination of camera gain and camera shutter speed)
ranging from the least sensitive (level 1) to most sensitive (level
16). Proteins have a low refractive index which makes them
appear very dim in relation to the image background. In this
case there is an option to individually set the camera gain and
shutter speed under “Hardware”—“Advanced Camera Set-
tings” in order to optimize contrast between the particles and
background. For IgG samples in TRIS pH 7 buffer camera level
settings between 10 and 13 were chosen, depending on the
incubation time (see Note 11).

5. The user also needs to make sure that the particle concentra-
tion of the sample is within the limits discussed earlier (107–109

particles/ml). If not, the sample should be diluted with 50 mM
Tris, pH 7 or another buffer of choice. This was not necessary
for concentrations of around 10 mg/ml IgG in 50 mM Tris,
pH 7.

6. Once all settings are optimized, click “ok” and advance the
sample for video captures. Avoid touching the syringe or the
NanoSight instrument during captures to minimize interfer-
ence caused by vibration.
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7. In between captures advance the sample when prompted by the
software. This allows for a good representation of the whole
sample. Avoid the application of too much pressure when
advancing the sample as this could lead to the destruction of
aggregates, but may also break the seal between the top plate
and the laser module.

8. Start the next capture once the drift of particles induced by the
pressure has stopped.

3.5 Video Processing By default, the software starts processing the video immediately
after finishing all captures.

1. Before processing the video, the detection threshold needs to
be set so only distinct particles are detected by the software
(as shown in Fig. 3). Blue crosses signify noise and a detection
threshold that is too low. Particles without a red cross in the
center indicate that the detection threshold is too high. Do not
change the detection threshold between captures of the same
samples (see Note 12).

2. Processed data is displayed in three different plots: size versus
concentration plot, intensity versus size scatter plot and a 3D
plot of size versus concentration versus intensity. Data can be
viewed for each single capture, but also as an overlay of all
captures and averaged. A right click on each graph gives more
display and export options. The scale of the x-axis of the 2D
plots can be changed by a left click followed by a left or right
motion while holding.

3. At the end of the capture processing, data is exported to the
base file as a PDF document containing size and intensity
distribution as well as all measurement settings. CSV files of
data points can be saved to plot data in other graphing soft-
ware. Captures can be saved as compressed WMV files. Addi-
tionally, pictures of each graph can be exported (see Note 13).

Fig. 2 Image focus. Image a and b show poorly focused particles due to the stage being too low or too high,
respectively. Particles as shown in image c are acceptable. Ideally particles should appear as clearly defined
spherical shapes
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3.6 Cleaning

Procedure

1. When using the flow cell top plate, the module does not have to
be disassembled in between samples.

2. Flush the system 3–4 times with a 1 ml syringe using 50 mM
Tris, pH 7 (or the buffer of choice) as described in Subheading
3.3, step 2.

3. For the final flush, after finishing the study, use water and a 10%
v/v ethanol/water mixture (3–4 times each).

4. Disassemble the module and tubing. Clean and dry using lint-
free wipes, cotton buds and compressed air cans.

4 Notes

1. When using protein in a solid form, it can simply be dissolved in
the buffer of choice at the concentration of interest.

Fig. 3 Video still of 10 mg/ml IgG in 50 mM Tris buffer, pH 7 after 10 min incubation at 70 �C. Detection
threshold was set at 23
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2. Protein concentration in buffer can easily be checked using
Bradford or BCA assays. Ensure that the buffer is not interfer-
ing with the protein assay.

3. Prior to measurements, it must be verified that all solvents,
diluents, or other media are particle free.

4. NTA is able to accurately size particles between 30 and
1000 nm. However, the lower detection limit depends on the
refractive index of the particles. This is especially important
when examining protein assemblies, as proteins have very low
refractive indices. Therefore, NTA is not able to size protein
monomers or small oligomers [2].

5. It is important to do this after the incubation, so that the
dilution step does not interfere with the aggregation behavior
of the protein [2]. Under advanced settings, viscosity and
dilution of the sample can be edited for consideration in
calculations.

The presence of fewer particles than the lower concentra-
tion limit requires longer capture times to obtain statistically
reproducible results. With concentrations above the higher
limit, the likelihood of the motion of neighboring particles
interfering with each other becomes very high.

6. Air bubbles in the sample chamber can cause high background
scatter and sample drift. They can be removed by rinsing the
chamber or taking the chamber apart and cleaning it.

7. There should be a noticeable difference between buffer/clean-
ing solution and sample in the viewing field. At least 0.3 ml
should be introduced to avoid dilution of the sample by
buffer/cleaning solution.

8. Key parameters for video capture and subsequent analysis are
the capture number and duration, gain and shutter speed of the
camera (standard settings under camera level) as well as detec-
tion threshold [9]. Potential sources of error or incorrect mea-
surements include inaccurate temperature measurement,
vibration and cleanliness of glass optical surface [5].

9. The duration and amount of captures need adjustment
depending on sample quality. Lower particle concentrations
require longer captures times. Also, polydisperse samples
require longer capture times and repeated captures to gain a
better overview over the whole sample.

If choosing automatic processing of data after capture,
ensure there is enough time between incubation time points.

The use of temperature control at room temperature can
lead to overheating of the laser module and subsequently lead
to software crashes.
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10. Fuzzy-looking particles are out of focus and cannot be sized
accurately.

11. Screen gain under “Capture” or “Process” does not change the
data processing. The screen gain is used to make the image
appear brighter or dimmer to the user. However, when taking
video stills the same screen gain settings should be used for all
images to make them comparable.

12. Detection threshold determines the minimum intensity value
of an image necessary to qualify as a particle to be tracked for
analysis. This setting is going to change from sample to sample.
Try to avoid red crosses in nondistinct particles and too many
blue crosses. In each frame 10–100 particle centers should be
detected (number at bottom right of analysis screen).

13. Images of each graph and video stills can be taken before,
during or after data processing by right clicking on the image.
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Chapter 11

Evaluation of Temporal Aggregation Processes Using
Spatial Intensity Distribution Analysis

Zahra Rattray, Egor Zindy, Kara M. Buzza, and Alain Pluen

Abstract

Small proteinaceous oligomeric species contribute to the formation of larger aggregates, a phenomenon
that is of direct relevance to the characterization of protein aggregation in biopharmaceuticals and
understanding the underlying processes contributing to neurodegenerative diseases.
The ability to monitor in situ oligomerization and aggregation processes renders imaging and image

analysis an attractive approach for gaining a mechanistic insight into early processes contributing to the
formation of larger aggregates in disease models and biologics. The combination of image analysis tools
enables the detection of both oligomeric and larger aggregate subtype in contrast to conventional kinetic-
based approaches that lack the ability to resolve dimers from monomeric moieties in samples containing
mixed populations.
In this chapter, we describe the process for confocal time series image acquisition for monitoring the in

situ loss of monomers, and the subsequent analysis pipeline using spatial intensity distribution analysis
(SpIDA) to evaluate oligomer content.

Key words Monomer loss, Protein aggregation, Light scattering, Microscopy, Image analysis, SpIDA

1 Introduction

Biopharmaceutical proteins constitute a growing family of medi-
cines for many therapeutic areas. However, there are a number of
associated challenges in their formulation and manufacture that
include the prediction and control of reversible and irreversible
aggregate formation. Identifying aggregation-prone biopharma-
ceutical proteins during early stages of product development is
important for the biopharmaceutical industry. Protein aggregation
mechanisms are also important in disease especially neurodegenera-
tive diseases such as Alzheimer, Parkinson’s, or Huntington’s dis-
ease [1]. For these amyloid forming proteins and peptides,
intermolecular interactions resulting in self-association lead to the
formation of early oligomeric species, often rich in β-sheet struc-
tures that rapidly convert into protofibrils. Eventually, protofibrils
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assemble into elongated structures of mature amyloids. While visi-
ble and subvisible aggregate detection has made considerable prog-
ress in the recent years, a remaining significant challenge is
understanding the molecular pathways implicated in protein aggre-
gation, and associated determinants. The formation of small tran-
sient oligomeric intermediates has been identified as the initial step
contributing to the formation of both amorphous and fibrillar
structures following manufacture and purification in the produc-
tion of protein-based biopharmaceutical preparations, or in pro-
cesses underlying the formation of neurodegenerative amyloid
plaques [2]. Spatiotemporal changes in receptor oligomerization
are also central to many endogenous signal transduction processes
that occur in vivo [3].

Oligomeric species are often challenging to characterize owing
to their reversibility as a consequence of thermodynamic unfavor-
ability that limits in situ biophysical detection and characterization
of such species. Furthermore, heterogeneities in oligomer forma-
tion contribute to uncertainties in the assessment of their structure.
This has stimulated recent interest in the development of appropri-
ate mathematical models, synthesis of stable irreversible oligomers
and novel technologies for profiling their formation, characteris-
tics, and role in aggregation processes to study oligomer formation
[2, 4].

Non-native aggregation of proteins is a multistage process
generally understood to be initiated by native monomer partial
unfolding following an intermediate conformational transition
that may render the monomer reactive to association with other
unfolded monomers.

To support an understanding of the underpinning stages impli-
cated in the formation of larger aggregates, mathematical models
have been developed and applied to the determination of oligomer-
ization and polymerization processes [5–8].

Current analytical approaches utilized in the formation of olig-
omer species have centered on light scattering detection (i.e., static
light scattering, multiangle light scattering and dynamic light scat-
tering) and size exclusion chromatography (SEC), or a combina-
tion of both. However, disadvantages associated with the dilution
of aggregates have been deemed responsible for reversing oligo-
mers when analyzing monomer loss using SEC coupled to light
scattering-based detectors, and dynamic light scattering does not
possess the ability to resolve dimer populations from
monomers [9].

Limitations in technologies enabling the real-time monitoring
of kinetics of monomer loss and subsequent larger aggregate for-
mation have posed an obstacle to real-time studies of monomer loss
in protein-based samples to date. Hence, in this study SpIDA was
utilized to study oligomerization of bovine serum albumin (BSA) in
confocal image time series obtained from BSA samples subjected to
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thermal stress. Results obtained using these approaches were sub-
sequently compared against dynamic light scattering and fluores-
cence correlation spectroscopy data to facilitate the comparison of
image analysis tools with previously-utilized approaches.

Spatial intensity distribution analysis, SpIDA, is an approach
based on super-Poissonian fitting of fluorescence intensity histo-
grams calculated from confocal images, and yields information on
the number of fluorescent particles and their quantal brightness.
For a defined region of interest (ROI) within an image, the inten-
sity histogram is determined from counting the frequency of pixels
for each integrated fluorescence intensity value that are collected
from fluorescence emitted from fluorophores following excitation
by the laser beam within a certain region (i.e., per confocal vol-
ume). Subsequently, the intensity histogram of all potential config-
urations is plotted as a function of their weighted probability
assuming a Poissonian spatial distribution. The underlying mathe-
matical basis of SpIDA and associated equations are described
elsewhere [3]. This method has previously been used for character-
ization of receptor tyrosine kinase oligomerization [10], and the
quantification of fluorophore accumulation for a model compound
[11] and transporter expression in immunofluorescent
specimens [12].

2 Materials

2.1 Sample

Preparation

for Analysis

All samples prepared and analyzed in the present chapter were a
combination of 1 μM labeled protein (i.e., BSA-Alexa Fluor 488)
and unlabeled protein (i.e., unlabeled BSA) to the target concen-
tration (in the present example, Hamrang et al. [13] studied a final
BSA concentration of 0.4 and 1 mg/mL)

1. Formulation or system buffer (10 mM phosphate-buffered
saline and a citrate buffer were used in the present protocol).

2. Sodium chloride for ionic strength adjustment (or any other
salt/denaturant to initiate unfolding/conformational changes,
optional).

3. Fluorescently-labeled monomeric protein (BSA-Alexa Fluor
488® is used in this example) was reconstituted in PBS. The
sample was purified to the monomeric form by size exclusion
chromatography (SEC), using an appropriate high resolution
column at 0.5 mg/mL flow rate. The concentration was deter-
mined spectrophotometrically at 280 nm assuming a molar
extinction coefficient of 48,824 M�1 cm�1. The labeling ratio
and quantal brightness for the analyte must be characterized
for this approach.
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4. Unlabeled monomeric BSA. Purification of unlabeled BSA is
performed using the aforementioned approach for
fluorescently-labeled protein.

5. Perform any additional pH and Ionic strength adjustment
immediately prior to sample transfer in the flow chamber at
time zero, and image acquisition.

6. Similar to labeled protein purification, ensure that the excess
stock unlabeled solutions are also subjected to preparative
chromatography and the monomeric/oligomeric fractions
collected.

7. Store all solutions reported at 4 �C at all time prior to experi-
mentation and avoid freeze–thaw stress. All buffers and solu-
tions utilized in the present protocol were prefiltered using a
0.2 μm pore sized filter in order to remove any potential
particulates contributing to seeding.

2.2 Image

Acquisition

and Analysis

1. In the present protocol, a Zeiss 510 ConfoCor 2 confocal
microscope was used and the diffusion of Rhodamine Green
(or alternative dye of interest depending on excitation laser
source) was used to measure the laser beam waist radius for a
488 nm argon laser excitation source.

2. A pre-bleached slide for measurement of photomultiplier tube
(PMT) shot noise.

3. Microscope heated stage with Peltier control (for temperature
control or increasing temperature in thermal stress
experiments).

4. Custom chamber for sample placement.

5. Confocal microscope (for this study, a Zeiss 510 ConfoCor
2 was utilized for all image acquisition).

6. Spatial Intensity Distribution Analysis, SpIDA, software (can
be downloaded freely from https://neurophotonics.ca/soft
ware) which contains a user guide document.

7. A data analysis software such as Origin or GraphPad Prism.

3 Methods

3.1 Characterization

of System

Performance for Image

Analysis

Image acquisition parameters utilized during confocal imaging are
critical to the reliability of output measurements obtained from
subsequent analysis using SpIDA. Hence, prior to performance of
imaging experiments, it is imperative to characterize system attri-
butes (laser beam waist size, white noise, laser power intensity, etc.)
prior to performing kinetic studies. Some of these system tests and
a stepwise guide to their performance are included below.
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3.1.1 Measurement

of Laser Power Intensity

Throughout the laser lifetime variations in laser output may occur
when using the same intensity. Hence, it is recommended that the
laser output is periodically characterized (i.e., bi-monthly), and the
laser power adjusted accordingly to account for such variations.
A laser power meter should be used to confirm laser power
(see Note 1).

3.1.2 Measurement

of Laser Beam Waist Size

To measure the beam waist radius size for a 488 nm argon laser,
using the ConfoCor 2 LSM510 setup (see Note 2), the diffusion
time of a dye excited by the respective laser excitation source (in this
example, Rhodamine Green) may be measured. The following
protocol was applied to an experiment in which a 40�/1.2 NA
water-immersion objective lens was used.

1. Using the ConfoCor 2 setup, acquire 30 runs each of 10 s
duration to measure Rhodamine Green diffusion in solution
(see Notes 3 and 4).

2. Using A single-component fit on the ConfoCor2 software,
derive the measured diffusion time and use the following equa-
tion to determine the laser waist beam size;

τD ¼ ω2
0

4D

where ω0, is the laser beam waist size for the Argon excitation
laser derived from the autocorrelation function (ACF)
obtained from Rhodamine Green™ diffusion through the
confocal volume.

3. Using previously-reported diffusion coefficients of Rhodamine
6G (2.8� 10�6 cm2/s) or any other dye of interest, determine
the laser waist beam radius [14, 15].

For the setup described in the present protocol, the diffu-
sion time obtained from FCS analysis of Rhodamine Green
using the ConfoCor 2 LSM510 setup was 18.9 � 2.6 μs (ω0:
0.139 � 0.001 μm).

3.1.3 Measurement

of Photomultiplier Tube

Shot Noise (Detector

Calibration)

Variation of PMT voltage and laser power intensity may be used to
assess the conditions under which direct linearity exists between the
photoelectric current and measured fluorescence intensity (see
Note 5). This is significant since the derived brightness and num-
ber of particles parameters following SpIDA analysis of confocal
images are strongly influenced by shot noise. It is well-known that
PMTs do not respond to light in a constant manner [16].

1. Using the laser of interest (in the case of Alexa Fluor® 488, the
Argon excitation laser), image immobilized pre-bleached beads
(Zeiss, Jena, Germany). In this case a c-Apochromat 40�/NA
1.2 water-immersion objective was utilized to capture images.
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2. Excite the beads over a range of laser powers, at different PMT
gains (i.e., 600, 650, 700, and 750 for a Zeiss system), pixel
dwell times (to be determined from pixel dwell times used for
future image acquisition experiments) and average the results
for 1024 points (i.e., pixels). Example plots are presented in
Fig. 1 to demonstrate values obtained using the protocol
example setup.

3.1.4 Measurement

of White Noise Contribution

The background contribution of buffer or extracellular space
within the sample can be assessed by measuring the fluorescence
intensity of these regions of interest within a confocal image.

In this experiment, the contribution of buffer was measured
through the acquisition of images using representative parameters
(e.g., pixel size and scan speed) at various gains.

1. Acquire images of blank sample buffer or extracellular regions
using representative image acquisition parameters (objective,
pixel size, resolution, and dwell time) at various PMT gains or
the PMT gain setting that will be used to acquire all experi-
mental image time series (e.g., 500, 550, 600, 650, 700, and
750), Fig. 2.

2. Measure the resultant mean fluorescence intensity from these
images in Image J by selecting the corresponding ROIs and use
of the Analyze ! Measure function.

3. The measured fluorescence intensity from these ROIs will be
used as the white noise for input into the SpIDA user interface.

Fig. 1 Example plots of pixel intensity variance versus mean pixel intensity for (a) a 543 nm helium–neon and
(b) a 488 nm argon laser for various detector gain settings (n¼ 1024) using the setup described in the present
protocol
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3.1.5 Quantification

of Monomer Quantal

Brightness

SpIDA exploits the direct relationship between the quantal bright-
ness of a monomeric entity and a dimer (ε ¼ 2ε0) to determine the
spatiotemporal evolution of subpopulations in samples (i.e., image
time series) consistent with aggregation. When two fluorescent
populations with different molecular quantal brightness are present
within a sample (i.e., a confocal image) and not spatially segregated,
or in the presence of autofluorescence, the total histogram becomes
a convolution of the two distributions obtained from each species
(see Note 6).

Application of a one-population model in a mixed sample will
yield a resultant quantal brightness intermediate between the spe-
cies present in the sample, while following performance of a mono-
meric ε control test it is possible to extract information about the
populations using a two-population (i.e., monomer–oligomer)
model. Thereby, through appropriate knowledge of monomeric ε
it is possible to determine spatiotemporal aggregation profiles from
confocal image time series [3].

1. Immediately following purification of the monomeric fraction,
prepare samples for imaging.

2. Acquire images from monomeric sample, and analyse using
SpIDA over 100 frames.

Fig. 2 Example images of 1024 � 1024 pixel resolution images captured from
citrate-phosphate buffer, and resultant fluorescence intensity as measured in
Image J
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3. The determined quantal brightness will be used for all future
measurements.

3.2 Confocal Image

Acquisition

Following the performance of preliminary image acquisition
experiments and characterization of system attributes under these
conditions, it is important to maintain all image acquisition para-
meters between experiments that are to be compared (see Note 1).

1. Transfer monomeric samples (i.e., 500 μL) to a thermostatic
chamber positioned in a (custom) stage heater preset to 50 �C
(see Fig. 3); this temperature was intentionally selected below
the BSA melting temperature (Tm) (see Note 7).

2. Use a pinhole diameter of one Airy Unit, and a raster scan to
capture images (images of 1024 � 1024 pixel resolution are
recommended).

3. Set the optical zoom so that a pixel size (x, y-sampling size) of
approximately 40–90 nm is achieved (in the present protocol, a
zoom factor resulting in a pixel size of 40 nm was utilized for
acquiring all images). Acquiring images with such pixel sizes
will achieve oversampling and optimize the detection of fluo-
rescent species moving in and out of the confocal volume.

4. Select an appropriate laser excitation intensity that will not
result in photobleaching of the fluorophore of interest, and
avoid oversaturation of the detector. In the case of the present
setup, a 30 mW argon excitation laser power of 5% was utilized
and the absence of photobleaching verified through

Fig. 3 Custom thermostatic chamber setup utilized in the present protocol
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monitoring the intensity histogram during image time series
acquisition (see Notes 5 and 6).

5. Verify that the amplifier gain is 1 and the offset is set to zero.

6. Temporal changes in monomeric samples of BSA-AF488 con-
centrations (i.e., 0.4 and 1 mg/mL) at different NaCl concen-
trations (i.e., 50, 150, and 500 mM) were recorded at 50 �C
over a period of 240 min as a confocal image time series.
Determine the duration of image acquisition based upon
expected changes in the system under examination (see Note
8–10).

7. Analyze resultant image time series using SpIDA to evaluate
the temporal evolution of (in this example, BSA) monomer loss
and the formation of dimers and higher order aggregates.

3.3 SpIDA Analysis Following acquisition of confocal image time series, the images may
be opened using the SpIDA graphical user interface (GUI) in
MATLAB. A discussion of the underpinning algorithms and prin-
ciples behind SpIDA analysis is outside the scope of the present
protocol, and the reader is referred to [3].

1. In order to load the image onto the GUI, the user is prompted
to enter the pixel size and laser beam waist size (radius) (see
Notes 3 and 4).

2. When the image time series loads on the GUI, input the pre-
determined system parameters (white noise, PMT shot noise,
etc.).

3. Following input of the system parameters, select the ROI for
analysis. At this stage it is important to confirm ROI attributes
within a single image frame.

4. Fit the histogram to determine the number of monomeric or
oligomeric species per beam area.

5. Save data using “save all” button. Data are saved with a .dat
extension (see Notes 11 and 12).

3.4 Data Analysis SpIDA data files can be analyzed on any computer as the files a .dat
extension opened with Microsoft Excel.

1. Open file using Excel (see Fig. 4).

2. Select the columns (see Fig. 4) of interest, that is, density
population for monomer, dimer, etc. For instance, the density
population is given in column 2 for the first population, col-
umns 4 for the second population, etc. Data are provided as
population density per beam area.

3. Depending on the focus of the study, different populations can
be considered. For example, during the study of the
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Fig. 4 Example analysis of a BSA solution confocal micrograph and information obtained from the “.dat” file
(adapted from GUI SpIDA user guide)

Fig. 5 Temporal evolution of monomer loss (relative to the total number of particles) in a 1 mg/mL sample of
monomeric BSA-AF488 (pH 7.0 � 0.2) maintained at 50 �C in the absence of agitation. Monomer ratios were
determined using SpIDA from a confocal image time series acquired with a pixel dwell time of 6.4 μs,
resolution of 1024 pixels, and pixel size of 44 nm for 50, 150, and 500 mM NaCl samples (adapted from
Hamrang et al. [13])
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oligomerization of BSA-AF488, the population of monomer,
dimers, and trimers was determined for each time value.

4. Using different ROIs on the pictograms and experimental
repeats, both mean density and its corresponding standard

Fig. 6 Real-time evolution of dimer formation expressed as dimer-to-monomer ratio (top row) and trimer
formation expressed as trimer-to-monomer ratio (bottom row) of 1 mg/mL BSA-AF488 subjected to thermal
stress at 50 �C and subsequent analysis with SpIDA at indicated NaCl concentrations (adapted from Hamrang
et al. [13])

Fig. 7 Temporal evolution of monomer loss (relative to the monomer concentration at the start of the
experiment) in a 1 mg/mL sample of monomeric BSA-AF488 (pH 7.0 � 0.2) maintained at 50 �C in the
absence of agitation. Monomer concentration was determined using SpIDA applied to a confocal image time
series acquired with a pixel dwell time of 6.4 μs, resolution of 1024 pixels, pixel size of 44 nm for 50, 150, and
500 mM NaCl samples (adapted from Hamrang et al. [13])
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deviation can be directly determined or, the distribution of the
population densities can be plotted for each condition as a
function of time. This can be performed to follow the evolution
of subpopulations such as monomer loss, the dimer–monomer
ratios, or any subsequent ratios to follow the evolution of
population over time. For example, in their work, Hamrang
et al. [13] considered the temporal evolution of monomers,
dimers, and trimers for the various conditions tested (see Figs. 5
and 6) (see Note 13).

5. Comparison of experimental data to existing models. The model
described by Brummitt et al. [17, 18] was applied to the
assessment of monomer loss reaction orders in BSA-AF488
samples through determination of monomer versus t/t90 plot
curve slopes.

Data presented in Fig. 7 indicate monomer loss in all 1 mg/mL
samples throughout the experiment. The rapid reversibility of
BSA-AF488 oligomerization behavior, enabled the time taken to
lose 10% of the original monomer population (t90s) to be quantified
in 1 mg/mL samples. Monomer loss curves (Fig. 7) were trans-
formed in a log-log plot; slopes were determined and applied to the
analysis of monomer loss kinetic reaction order determination
using the following equation from Brummitt et al. [18]:

dm

dt
¼ �kobsm

α

where kobs represents the observed rate coefficient,m the monomer
fraction at the corresponding time, and α the reaction order.

For example, in the case of BSA-AF488, the monomer popula-
tion decreased with the inverse of the squared root of the ratio
t/t90, a dependence inconsistent with themodel proposed byBrum-
mitt et al. [17, 18] which supports the reversible dimer–monomer
model.

In summary, image analysis tools offer the potential to
non-invasively probe real-time kinetics and aggregate profiles of
analyte using the same image set permitting the quantification of
oligomer distributions. This offers the potential for further explo-
ration in unstable systems with a higher propensity to form revers-
ible soluble oligomers. Furthermore, cross-comparison of data
between SpIDA and other techniques such as DLS and RICS has
demonstrated complementarity between all methods, each
providing unique information on temporal sample evolution fol-
lowing exposure to thermal stress. Furthermore, rapid data acqui-
sition through confocal imaging permits the direct real-time
monitoring of changes in comparison to traditionally-utilized
methods such as size exclusion chromatography that may distort
the equilibrium of soluble aggregates through their reversal due to
dilution effects or the lengthy duration of their separation. Since
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oligomer formation is recognized as a principal contributory com-
ponent to aggregation in biopharmaceutical preparations and neu-
rodegenerative disorders, analysis of real-time oligomerization with
confocal microscopy may prove useful in the interpretation of the
dynamics and equilibria of oligomer formation and subsequent
higher order aggregate formation over a broad concentration and
particle size range as demonstrated here.

4 Notes

1. It is important to optimize image acquisition parameters prior
to performing any experiments, so that the setup can be char-
acterized for relevant setup parameters (laser, laser power, gain,
resolution, scan speed, etc.).

2. Please note that any confocal setup can be used to generate the
image time series required for analysis of spatiotemporal oligo-
merization status.

3. For measurement of the laser beam waist size using the diffu-
sion coefficient of Rhodamine Green, it is assumed that given
the molecular weight of Rhodamine Green (507 g/mol) is
similar to that of Rhodamine 6G (479 g/mol), the diffusion
coefficient would be the same.

4. Alternative approaches to that described in the present manu-
script may be used to determine the laser beam waist size. For
example, acquisition of z-stacks from sub-diffraction sized
100 nm fluorescently labeled beads may be used which is
described elsewhere.

5. In contrast to image correlation spectroscopies, SpIDA is not
susceptible to photobleaching from the laser excitation source.

6. The quantal brightness of a quality control sample must be
periodically verified to confirm the absence of drift in sample
quantal brightness.

7. The use of additives that are autofluorescent within the laser
source excitation/emission range should be avoided where
possible, as these may reduce the signal-to-noise ratio for
such experiments.

8. During optimization of experimental conditions and
subsequent image analysis pipeline, it may be useful to validate
preliminary data against orthogonal approaches (i.e., fluores-
cence correlation spectroscopy or size-exclusion
chromatography).

9. Condensation of chamber windows at temperatures in excess
of 50 �C, and consequent loss of sample due to evaporation
may adversely impact image acquisition. It is advised that
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sample volume prior to addition to the system, and following
imaging is recorded.

10. Following image acquisition, samples can be retained for end-
point analysis using orthogonal sizing approaches (e.g.,
dynamic light scattering and size exclusion chromatography).

11. Although the software allows for saving data and information
following analysis, keeping notes of ROI coordinates and set-
tings (e.g., beam size, pixel size, slope, white noise, bin) sepa-
rately is important as it can be very cumbersome to derive these
from individual data files.

12. Please note that SpIDA is not a commercial software.

13. A limitation of this approach is that larger oligomers (larger
than trimers) cannot be characterized using SpIDA. However,
correlation-based approaches such as Raster image correlation
spectroscopy [19] that are capable of differentiating changes
greater than 3–4 times in molecular weight can be used to
assess the formation of larger intermediates.
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Chapter 12

Fluorescence Correlation Spectroscopy for Particle Sizing
in Highly Concentrated Protein Solutions

Judith J. Mittag, Matthew R. Jacobs, and Jennifer J. McManus

Abstract

Highly concentrated solutions of biomolecules play an increasingly important role in biopharmaceutical
drug development. In these systems, the formation of reversible aggregates by self-association creates a
significant analytical challenge, since dilution is often required for techniques such as HPLC/liquid
chromatography and analytical ultracentrifugation. There is a growing demand for methods capable of
analyzing these assemblies, ideally under formulation conditions (i.e., in the presence of excipients). One
approach that addresses this need is based on fluorescence correlation spectroscopy (FCS), which is a
flexible and powerful technique to measure the diffusion of fluorescently labeled particles. It is particularly
suited to measuring the size distribution of reversible aggregates of proteins or peptides in highly concen-
trated formulations, since it overcomes some of the challenges associated with other methods. In this
protocol, we describe state-of-the-art measurement and analysis of protein self-assembly by determination
of particle size distributions in highly concentrated protein solutions using FCS.

Key words Fluorescence correlation spectroscopy, Protein self-assembly, Size distribution, High
concentration, Polydispersity, Gaussian distribution model, Formulation

1 Introduction

The development of highly concentrated protein liquid formula-
tions leads to both formulation and analytical challenges during the
physicochemical characterization required in development and by
regulatory authorities to ensure the safety of the product
[1–5]. While challenging in all protein solutions, at high protein
concentrations, characterization of assemblies and aggregates is
nontrivial since fewer analytical techniques are appropriate for
high concentration solutions. Irreversible aggregates can be char-
acterized/quantified by standard analysis methods such as size
exclusion chromatography (SEC) and gel electrophoresis, since
they persist after dilution [6]. Reversible aggregates formed by
self-association are more challenging to characterize. Techniques
such as SEC and SDS-PAGE, sometimes require the dilution of
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samples or a change of buffer, often different to the initial formula-
tion conditions [1, 4]. Fluorescence correlation spectroscopy
(FCS) is a promising method to overcome the limitations imposed
by the requirement to dilute a sample or change the solution
conditions. FCS has been used to measure protein aggregate sizes
and size distributions of disease relevant proteins in dilute aqueous
solutions [7–9]. Its low sample consumption makes it especially
attractive for efficient preformulation and formulation studies.

Here we describe a protocol to measure the size ranges of
protein assemblies in highly concentrated protein solutions con-
taining IgG1 using FCS and advanced analysis methods. FCS has
primarily been optimized for measurements of the diffusion of
species in low concentrations solutions (down to picomolar con-
centrations) [10] or in cells [11, 12]. However, in concentrated
solutions, an increase in the refractive index of the sample and
varying solution viscosities make these measurements a little more
challenging. We describe in some detail options for the passivation
of the surfaces of the measurement chambers, which is important in
obtaining reliable results. Briefly, we present data analysis
approaches that can be performed on these heterogeneous solu-
tions, including maximum entropy fitting (MEMFCS) and multi-
Gaussian fitting (GDM), which recognize that protein formula-
tions often contain a distribution of different sized species and
that resolution of these different components is possible using
advanced analysis methods.

2 Materials

Prepare all solutions using ultrapure Milli-Q water and using ana-
lytical grade reagents.

1. Unlabeled protein—IgG1 is used here (see Note 1).

2. Fluorescently labeled IgG1 (or a labeling kit) (see Note 2).
Here we use Dylight 488.

3. Fluorescent dye for reference/calibration (e.g., Alexa 488 or
the dye that is used for labeling) (see Note 3 and Table 1).

4. Measurement chambers (e.g., LabTek, Nunc 8-well-plates,
borosilicate bottom, 200–400 μl sample volume per well
(Thermo Scientific), Sensoplate plus, 20–100 μl sample volume
per well (384-well, black, 175 μm glass bottom, Greiner
Bio-One) or 3D-printed wells (see Note 4).

5. Coating agents such as BSA, poly-L-lysine, or UHT low-fat
milk for surface passivation (see Note 5 and Table 2).

6. Milli-Q water or immersion oil (see Note 6).
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7. 50 mM sodium acetate buffer, 0.02% sodium azide, pH 5 (see
Note 7).

8. UV Quartz cuvette.

9. UV-Vis spectrophotometer.

10. Benchtop centrifuge.

11. Ultrafiltration unit with a 10 kDa molecular weight cutoff
(e.g., Amicon ultrafiltration devices), or syringe-driven filters
with a 0.02 μm pore size (Whatman Anotop).

12. Eppendorf tubes.

13. Aluminum foil.

14. Kimwipes.

Table 1
Properties for a number of fluorescent small molecules that can be used for protein labeling
(NHS-esters) and excitation with λ ¼ 488 nm

Dye
Amax, dye

(nm)
Correction factor
CF

Extinction coefficient εmax

(M�1 cm�1) Supplier

Alexa 488 495 0.11 73,000 Thermo Fisher
Scientific

Atto 488 500 0.09 90,000 Atto-Tec GmbH

Dylight
488

493 0.147 70,000 Thermo Fisher
Scientific

Fluorescein 494 0.3 70,000 Sigma-Aldrich

Table 2
IgG1 labeled with Atto 488, dye–protein ratio ¼ 0.25

Surface treatment Labeled IgG1

Poly-L-lysine (15 μg/ml) Protein sticks

Pluronic (10 mg/ml) Protein sticks

Ficoll (1%) Protein sticks

PVA (1%) Protein sticks

Sucrose (2%) Protein sticks

Tween 20 (1%) Stable for 10 min, then protein sticks

Casein (1%) Stable for 10 min

Milk (pure) Stable overnight

Wells were incubated with each solution for 1 h at RT, afterward rinsed extensively with MilliQ and dried at RT,

Sticking ¼ loss of particles of 1/3 or more within the first 10 min of measuring
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15. Data Analysis Software (e.g., Origin, Matlab, Igor, QuickFit
[13]).

16. Refractometer (see Note 8).

17. Glycerol (see Note 8).

2.1 Sample

Preparation

1. Prepare unlabeled IgG1 by exhaustive dialysis against 50 mM
sodium acetate buffer.

2. Determine the protein concentration by measuring the UV
absorbance at 280 nm using the formula c ¼ A/εl where A is
absorbance, ε is the molar extinction coefficient of the protein
(equal 210,000 M�1 cm�1 for a typical IgG1) and l is the path
length in cm (see Note 9).

3. Dissolve the fluorescently labeled IgG1 as per the supplier’s
instructions (see Note 2 and Table 1).

4. For labeled protein, calculate the molar concentration of pro-
tein using the formula:

c ¼ A280 � Amax,dye � CF
� �

ε

� �
∙Dilution factor

where Amax, dye ¼ absorbance maximum of dye and CF is the
correction factor for the dye (supplied by the manufacturer; see
Table 1).

5. Determine the unlabeled to labeled protein ratio using the
formula:

Dyes moles½ �
Protein moles½ � ¼

Amax, labeled

ε0∙c∙Dilution factor

� �

where ε0 is the extinction coefficient of the labeled protein (see
Notes 10 and 11 and Table 1).

6. To begin concentrating the protein, wash two ultrafiltration
units with 10 kDa molecular weight cutoff filters (4 ml) with
Milli-Q water.

7. Divide the unlabeled IgG1 between the two ultrafiltration
units (adding approximately 1.5 ml to each unit).

8. To one of these ultrafiltration units, add enough labeled IgG1
so that the concentration of labeled protein in the final (con-
centrated) solution is 10–20 nM. The other unlabeled protein
solution will be used for reference measurements and should be
concentrated at the same time as the labeled protein.

9. Concentrate the protein in each unit by centrifugation at
6000 � g for 20 min (see Note 12).

10. Discard the buffer in the collection tube. Carefully mix the
protein solution in the filter tube using a pipette to obtain a
homogeneous solution, trying to avoid bubble formation.
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11. Determine the concentration of the protein in the retentate by
UVabsorbance. If a higher concentration is required, continue
concentrating until the desired concentration is achieved (see
Note 13).

12. Once the desired protein concentration has been reached
(approx. 150 mg/ml for the experiments described here),
mix the protein solution in the filter tube with a pipette to
homogenize the solution and transfer to an Eppendorf tube for
storage. Wrap the tubes with aluminum foil to protect the
samples from light.

3 Methods

3.1 Preparation

of Measurement

Chambers (See Note 5)

Proteins interact strongly with surfaces. Since FCS is capable of
measuring changes in protein concentration during measurements,
as proteins adsorb to the surface, this will result in a reduction in the
apparent concentration (since the number of diffusing proteins will
decrease as they stick to the surface of the chamber) or even a
complete loss of the measurement signal (Fig. 1). There is also a
possibility that proteins stuck to the chamber surface may seed
surface nucleation and lead to aggregation. To minimize these
effects, using treated surfaces for FCS measurements is important.
Standard measurement chambers can be treated to minimize pro-
tein interactions with the surface (passivation). A broad range of
coating agents for surface passivation can be used, including BSA,
casein, and Ficoll. The effectiveness will depend on the protein
under consideration. As an example, we describe the procedure
using UHT low-fat milk, but other coating agents can be used
with the same procedure.

1. Open a fresh bottle of UHT low-fat milk and fill each chamber
to the top with milk.

2. Incubate at room temperature for 1 h in the dark.

3. Aspirate the low-fat milk completely from the chambers.

4. Rinse the chambers carefully with Milli-Q water 20 times to
remove the residual milk.

5. Dry the underside of the chamber slide carefully with a Kim-
wipe to avoid water marks.

6. Allow the chamber to dry in air at room temperature (or use a
gentle stream of filtered nitrogen gas).

3.2 FCS Setup

and Optimization

The steps required for instrument setup will depend on the instru-
ment manufacturer and model (see the manufacturer’s instructions
for assistance in performing these steps).
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1. Switch on the laser for 1 h before instrument setup
(if required).

2. Place a droplet of water or oil on the immersion objective of the
microscope and place the treated chamber on the stage.

3. The calibration of the confocal volume is usually carried out
using a fluorescent dye dissolved in Milli-Q water and further
diluted in the sample buffer for measurements performed at
low concentrations. At higher protein concentrations, the
refractive index of the solution is considerably different to
that of the buffer and the calibration should be performed in
a protein solution at the same concentration that you will use
for measurements (or a solution with the same refractive index)
(Fig. 2).

Fig. 1 Correlation function of 35 nM IgG1 labeled with Atto 488 in 100 mM
phosphate buffer, pH 7 measured in a well coated with milk (black) and 1% PVA
(gray). The increase in the height of the amplitude indicates adsorption of the
protein to the surface of the measurement chamber coated with 1% PVA

Fig. 2 Dylight 488 in (a) Milli-Q water and (b) in IgG1 in 50 mM sodium acetate (pH 5) at 150 mg/ml. The FCS
setup was adjusted individually for each sample
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4. To perform the calibration, freshly prepare a reference solution
containing unlabeled protein (at the same concentration that
you will measure at later) and a reference dye (e.g., Alexa 488)
to a final concentration of 10–50 nM (of free dye). Add 200 μl
of this solution to one of the chambers. It is important that the
final protein concentration of the reference solution is the same
as for the sample to be measured (see Note 14).

5. Find the second reflection, optimize the quality of the signal by
positioning the confocal volume at an appropriate height above
the bottom of the well and with the objective collar ring and
adjust the laser power to a suitable level (see Note 15).

6. Perform the pinhole alignment.

7. Take 10 � 60 s measurements of the dye–protein reference
solution.

8. Perform a one-component fit of the averaged autocorrelation
function using the instrumentation software to determine the
diffusion time (τD), and the structure parameter (S). Note
these values and fix the structure parameter in the FCS software
for the measurement of all other samples with the same protein
concentration and buffer.

9. The instrument setup is now fixed and any changes will require
the calibration to be performed again.

3.3 Measuring

an Autocorrelation

Function

in a Concentrated

Protein Solution

1. Measurements are performed using a mixture of unlabeled and
labeled protein. The proportion of labeled protein should be
kept to the absolute minimum to ensure that what is measured
by FCS reflects that would happen in an unlabeled protein
solution. However, the proportion of labeled protein used
also needs to be high enough to ensure that the signal to
noise ratio is sufficient to obtain good quality data.

2. Add a freshly prepared labeled protein sample (a solution that is
spiked with labeled protein—often less than 1% labeled protein
is more than enough) to a sample chamber and seal with
Parafilm or other adhesive film to reduce evaporation, if the
will run over several hours.

3. Take a measurement. 10 � 60 s measurements per time point
in the experiment are usually enough (see Notes 16–18).

3.4 Data Analysis Usually, the software supplied with the instrument is sufficient for
performing data analysis on monodisperse solutions. Fitting proce-
dures for multicomponent, polydisperse solutions (e.g., MEMFCS
and multi-Gaussian models) require adequate computer power and
data analysis software (e.g., Igor, Matlab, or Quickfit [13]).
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3.4.1 A Single

Component Fit

To extract physically relevant information from the autocorrelation
curve, the data is analyzed by fitting an appropriate model function
to the experimental data. The simplest fitting formula is for a single
component which is a freely diffusing species in three dimensions:

G τð Þ ¼ 1

N

1

1þ τ
τD

 !
1

1þ τ
S2τD

 !1
2

where N is the average number of particles inside the confocal
volume, τ is the correlation time, S is the structure parameter, and
τD is the translational diffusion time of the molecule. An example of
a one-component fit for the dye–protein reference is shown Fig. 2.
For this specific example, we expect that the dye molecule does not
interact with the protein and that the diffusion time relates to a
molecule freely diffusing as a monomer in the solution. The single
component fit here results in a diffusion time of 130 μs. Use this
single component fit to extract the diffusion time for the dye in the
reference sample.

3.4.2 Higher Order

Fitting: MEMFCS and GDM

(Multicomponent Fitting)

(See Note 19)

For a protein solution which contains oligomers or small aggre-
gates, the solution will contain a number of components with
different diffusion times. A single component fit is not appropriate
and higher order fits are required. There are several options and
approaches that can be used for data analysis in solutions that
contain species of different sizes.

Three main approaches for multicomponent fits are used:
CONTIN [14], MEMFCS [15, 16], and GDM [7, 17]. Here we
will only describe MEMFCS and GDM approaches. The basis of
each analysis method is the assumption of a quasi-continuous dis-
tribution of a large number of diffusing components. The major
advantage of MEMFCS is that it does not make a priori assump-
tions and thereby reduces the risk of over-interpreting the data for
polydisperse systems [18]. GDM works in a similar way, but
requires an assumption of the form of the amplitude distribution
(i.e., the size ranges of the distributions used for the fit) [2, 13].
While care must be exercised when using GDM, it allows for more
refined estimates of particle sizes than MEMFCS (see Note 20). In
our experiments, we tend to use both methods to ensure
consistency.

For MEMFCS, the correlation function is fitting is performed
using:

G τð Þ ¼
Xn
i¼1

ai
1

1þ τ
τDi

 !
1

1þ τ
S2τDi

 !1=2

where n is the number of freely diffusing species and ai and τDi are
the relative amplitude and diffusion time of the ith component,
respectively.
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MEMFCS looks for a distribution of diffusion times ai (τDi)
that maximizes the entropy

H ¼
X
i

pi ln pi

with pi ¼ ai (τDi)/Σ ai (τDi) being the probability of finding a
certain component i inside the confocal volume.

In Fig. 3a, we show an autocorrelation function for an IgG1
solution at 150 mg/ml. Figure 3b shows the size distribution
obtained using MEMFCS. The dashed line indicates the size deter-
mined by a single component fit.

GDM analysis is performed using the following equation:

G τð Þ ¼
Xn
i¼1

ai τDið Þ 1

1þ τ
τDi

 !
1

1þ τ
S2 τDi

 !1=2

with the amplitude distribution

ai τDið Þ ¼
Xk
n¼1

An exp � ln τDið Þ � ln τPnð Þ
bn

� �2
" #

where An is the relative amplitude of the components, τPn is the
peak diffusion time of the nth component, and bn is related to the
width of the distribution.

This is an iterative process. The first step is to define the
number of size ranges to be used in the fit. It is helpful to perform
an MEMFCS fit before trying GDM, since this will provide an
estimate of the maximum size range of particles present in your
sample. Then follow the following procedure:

1. Start with a single size distribution with a relatively narrow size
range (e.g., 4–10 nm for IgG1).

2. Increase/decrease the range of the size distribution to improve
the quality of the fit.

Fig. 3 IgG1 in 50 mM sodium acetate (pH 5) at 150 mg/ml, sample spiked with IgG1 labeled with Dylight
488 (a) Correlation function and (b) the corresponding normalized size distribution determined using MEMFCS.
The dashed lines represent the result of one-component fitting
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3. If a single component fit with a broad distribution gives rise to
an acceptable fit, it may be possible to increase the resolution of
the particle size estimates by introducing a larger number of
different size ranges (e.g., two or three different size ranges,
each with a Gaussian profile). This is performed by trial and
error to achieve the most acceptable fit to the data. In our
experience, if larger particles sizes are not present in the sample,
two or more GDM distributions will not produce an
acceptable fit.

4. The size ranges for the required number of Gaussian distribu-
tions can be refined at this point.

3.4.3 Triplet Decay Triplet decay gives rise to fluctuating fluorescence intensities at very
short timescales as labeled molecules passing through the confocal
volume decay to the dark state. These fluctuations can contribute
an additional component to the autocorrelation curve. This can be
accounted for by including the following equation in the fit to the
autocorrelation function:

G triplet τð Þ ¼ 1þ T

1� T
exp � τ

τT

� �� �

where τT is the triplet state relaxation time and T is the fraction of
fluorophores in the dark state. The autocorrelation curve then
becomes a product of the triplet function and the model G(τ) as
follows:

G total τð Þ ¼ Gtriplet τð Þ∙G τð Þ

3.4.4 Determination

of the Hydrodynamic

Radius

The determination of the hydrodynamic radius for proteins in a
concentrated solution, as measured by FCS is not straightforward.
At higher protein concentrations, one cannot assume that the
solution viscosity is the same as for water and the standard form
of the Stokes–Einstein equation is not useful (unless the solution
viscosity and the diffusion coefficient of the dye in this medium are
known). To overcome this, we determine the particle size by com-
paring the diffusion time for the reference dye (here Alexa 488),
which has a known hydrodynamic radius to the diffusion time of
the labeled protein in solution. The hydrodynamic radius of the
labeled protein can then be determined using the following
equation:

Rh, protein ¼ τD, protein

τD, reference dye
∙Rh, reference dye:

This relation is only valid, if the reference dye has not bound to
the protein under formulation conditions and the reference and
sample are measured under the same conditions (temperature,
buffer, protein concentration, viscosity, etc.).
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4 Notes

1. Other proteins can also be prepared in the same way. It is
important to consider the selection of pH and the ionic
strength of the buffer for each specific protein.

2. FCS measurements at high protein concentrations are usually
performed using only a very small fraction of labeled protein
(and hence a mixture of labeled and unlabeled protein is used).
The lowest possible amount of labeled protein should be used.
If a labeling kit is used to tag the protein of interest, the
standard option is covalent attachment of a fluorescent mole-
cule, usually by conjugation to either a primary amine or to a
free cysteine. The choice of the specific dye will depend on the
amino acid sequence of the protein being examined. For meth-
ods that require covalent attachment of a dye, it is important to
remove all excess (nonconjugated) dye. Exhaustive washing is
required. The washings should be tested by measuring fluores-
cence intensity at the emission maximum of the dye in a fluo-
rometer to ensure that all excess dye has been removed. For
both prelabeled protein and protein labeled using a kit, the
characteristics of the fluorescent label chosen should also be
carefully evaluated for brightness, photostability (to ensure lit-
tle or no bleaching), quantum efficiency, the size of dye
(~1 nm) vs. the size of protein (often a few nm), the ability to
determine the concentration of the labeled protein, and dye–-
protein ratio.

3. To calibrate the FCS instrument, the confocal volume is deter-
mined by measuring the diffusion of a fluorophore that does
not interact directly with the protein. Select a dye best suited to
the excitation lasers available and the filter set installed for
emission. The excitation maximum for the calibration dye
should match the excitation maximum for the fluorescent
label used with the protein.

4. A number of different sample environments and chambers are
commercially available for FCS measurements, even using very
low volume if there is limited sample. At a minimum, the
chamber should preferably have a glass base (but not too
thick, since this will prohibit the adjustment of the collar ring
of the objective lens). If no suitable product is commercially
available, chambers can be 3D-printed and glued to a suitable
microscope slide.

5. FCS measurements are often performed at very low concentra-
tions of fluorescently labeled protein (even if the total protein
concentration is high). If the protein binds to the sample

FCS at High Protein Concentration 167

nicoletta.gnan@cnr.it



chamber walls, this can reduce the bulk concentration signifi-
cantly or indeed be responsible for the assembly of the protein
(via surface nucleation). The concentration of protein (in a
nonaggregating solution at nanomolar concentration of the
fluorescently labeled protein) can be monitored over time
from the particle concentration data gathered in the autocorre-
lation function (as 1/N). If the intercept of the autocorrelation
function increases over time (without a concurrent increase in
the diffusion time), protein binding to the chamber walls may
be occurring. This surface binding can be minimized by coat-
ing the wells with a variety of other reagents. A procedure using
UTH low-fat milk has been described here, but poly-L-lysine,
PEG, lipids, or BSA can also be used (using the same
procedure).

6. The Milli-Q water used for the objective should be dust free. If
present, the measurements may be affected. Filter the water
through 0.22 μm filters prior to use.

7. Prepare a suitable buffer using analytical grade reagents. Often
buffers can contain stabilizers such as salts, amino acids or
sugars. Filter through 0.22 μm filters prior to use. It is impor-
tant that complex buffers that contain excipients are free of
large particles (i.e., flocculation of amino acids or salts), as this
will lead to light scattering.

8. To determine the refractive index of a protein formulation you
can use a refractometer and prepare a refractive index-matching
solution with glycerol and Milli-Q water [19]. A solution with
a refractive index matched to the protein solution refractive
index can reduce the amount of protein material required for
measurements. Note that the refractive index matching solu-
tion does not necessarily match the viscosity of the protein
sample.

9. To obtain reliable concentration values, use a positive replace-
ment pipet for viscous samples. Furthermore, wipe the outside
of the tip with the aspirated protein solution before you release
the protein into the buffer for dilution. The amount of protein
sticking to the outside of the tip can lead to an increased
concentration of the diluted sample and an overestimation of
the final concentration.

10. Be aware that this is only an estimate of the number of dye
molecules per protein. The equation is only valid if the extinc-
tion coefficient of the free dye ε is the same as the one of the
protein-bound dye ε0. This is not automatically the case, but
most often these changes are very small and therefore
negligible [20].

11. The dye–protein ratio includes unlabeled, monolabeled, and
multilabeled proteins and assumes each are present in a Poisson
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distribution [21, 22]. Poisson statistics are appropriate here
since a protein can only be labeled with an integer number of
dyes k. Assuming that the dye–protein ratio corresponds to the
mean of the Poisson distribution μ (dye–protein ratio ¼ μ) the
following description is obtained:

Percentage kð Þ ¼ μð Þk
k!

e� μð Þ
" #

∙100%

For example, the amount of unlabeled protein (k ¼ 0) is:

Percentage of unlabelled protein k ¼ 0ð Þ ¼ e� μð Þ
h i

∙100%

12. The spinning time depends on the viscosity of the solution,
which is dependent on the starting and final protein concen-
trations, if aggregates are present and the viscosity of the
formulation buffer. A very high final protein concentration in
a viscous buffer can lead to prolonged spinning times.

13. For a sample containing a tiny amount of labeled protein, we
can assume that the contribution of the label to the absorbance
at 280 nm is negligible. Most instruments are not sensitive
enough to detect a deviation from the baseline at the excitation
maximum of the dye; therefore, the correction described in
step 4 in Subheading 2.1 is not applicable.

14. Ensure that the fluorescent dye and the buffer are compatible.
The dye brightness can depend on pH or the presence of
specific ions (e.g., calcium).

15. Depending on the concentration of the protein solution, it may
be better to position the focus closer to the glass base to avoid
distortion of the confocal volume due to the change of the
refractive index between the water droplet and the highly con-
centrated protein solution. Stay at least 20 μm above the glass
base. More details can be found in Müller et al. and Banacho-
wicz et al. [19, 23].

16. If measurements will take several hours (typical for kinetic
studies of protein assembly), sealing the sample chamber is
important since evaporation will lead to an increase in concen-
tration of the solutes and a change in viscosity. Starting with a
larger sample volume will help to ensure that evaporation does
not dramatically alter the sample concentration.

17. For longer measurements, check the water droplet on the lens
regularly to ensure it does not evaporate. Using oil instead of
water immersion can help.

18. If dust or large particles are present in the sample, this will
produce significant spikes in the intensity. “Dust filters”
integrated into most FCS software platforms can be used to
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exclude count rates above a certain value (which can be defined
by the user), ensuring that these counts arising from these
spikes are not used in the autocorrelation function.

19. Distinguishing between monomers and small oligomers is very
challenging. The autocorrelation function is an average of the
time correlated intensity fluctuations of the diffusing species,
where the intensity is proportional to the sixth power of the
hydrodynamic radius. In general, to distinguish one species
from another, one component should have twice the hydrody-
namic radius of the other. However, as a broad rule of thumb, a
doubling in the hydrodynamic radius is equivalent to eightfold
increase in molecular weight.

20. In general, polydispersity in the system is indicated when there
are significant deviations between the data obtained experi-
mentally and the one-component fit. Even if the initial fit is
satisfactory (as indicated by the residuals), a multicomponent
fit may still be warranted if the sizes produced by the
one-component fits are physically unrealistic (e.g., indicate a
hydrodynamic radius smaller than a protein monomer).
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Chapter 13

Size Determination of Protein Oligomers/Aggregates
Using Diffusion NMR Spectroscopy

Pancham S. Kandiyal, Ji Yoon Kim, Daniel L. Fortunati,
and K. H. Mok

Abstract

Diffusion-ordered spectroscopy (DOSY) is a widely used NMR technique for the identification of different
chemical moieties/compounds contained in mixtures and has been successfully employed for the separation
of small molecules based on hydrodynamic radii. Herein we show that DOSY can also be applied for the size
determination of larger biomolecules such as proteins and protein oligomers/aggregates. Proof-of-princi-
ple is first shown with a cross-linked oligomeric protein mixture where the hydrodynamic volumes of each
component are estimated and subsequently verified with size-exclusion HPLC and SDS polyacrylamide gel
electrophoresis. We then determine the sizes of protein oligomers contained in a protein solution subjected
under amyloid fibrillogenesis conditions. These studies aim to provide insight into the kinetics behind
protein aggregation involved in amyloidosis as well as to determine the hydrodynamic radii of proteins
within the mixture.

Key words DOSY, Hydrodynamic radii, Protein, Oligomers, Aggregation, Diffusion coefficient,
Pulsed-field gradient (PFG), Stokes–Einstein equation

1 Introduction

Nuclear magnetic resonance (NMR) spectroscopy is used for char-
acterization of conformational and atomic level details of small
molecules, peptides and proteins in solution. Availability of various
multidimensional, multinuclear experiments and isotopically
labeled techniques have made life easier to study the 3D structure
of macromolecules using NMR spectroscopy [1]. Diffusion is an
intrinsic property of all molecules and varies on the basis of a
particle’s size, shape, solubility, charge distribution, etc. [2]. The
theoretical and experimental demonstration for self-diffusion prop-
erty of molecules was first given by Stejskal and Tanner in 1965
[3]. Advancement in hardware and software technology in NMR
have made the performing of diffusion experiments straightforward
for small molecules, leading to (1) the determination of the
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mobility of a compound, (2) binding of small molecules to protein,
(3) aggregation of molecules, and (4) identification of individual
compounds in a mixture (Fig. 1) [4].

One of the key technical features in a diffusion NMR experi-
ment pulse sequence is the utilization of pulsed-field gradients
(PFGs) that spatially encode the solutes, the magnetizations of
which are then refocused through either a spin echo or
stimulated-echo of the spins (PFGSE or PFGSTE) [5]. For the
past two decades, DOSY has been implemented for the characteri-
zation of mixtures containing small molecules [6, 7]. In contrast, its
application for macromolecules has been less due to the shorter
relaxation times and the overlapping of chemical shifts, despite the
fact that in principle, DOSY NMR can be very helpful to under-
stand the rate of protein aggregation and oligomer formation.
While previous work with DOSY NMR has been able to show the
separation of proteins and lipids, samples containing a mixture of
different size proteins have not been shown with any frequency
[8]. Here we have implemented 2D DOSY NMR to determine the
size of an intentionally prepared, chemically cross-linked oligomeric
mixture of a protein by addition of a cross-linker [9]. For our
experiment, we used DOSY bipolar pulse pair stimulated echo
(Dbppste) pulse sequence [10] and optimized the experiment by
varying different parameters such as the diffusion gradient length,
gradient diffusion delay time, relaxation delay and gradient
recovery time.
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Fig. 1 Separation of metabolites and lipoproteins in a serum sample using DOSY NMR
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When samples contain a mixture of different proteins, it is hard
to readily distinguish all of the different sized-proteins according as
a function of their diffusion coefficient value (D value) due to the
large overlapping of their chemical shifts. For our cross-linked
sample contained a mixture of overlapping signals originating
from monomers, dimers and trimers of a protein, extracting the
diffusion coefficients from requires deconvolution of the data. By
plotting the intensities/peak areas obtained against the square of
the gradient strength (G2) according to the Stejskal–Tanner equa-
tion and fitting the data points with multiple Gaussian curves, it was
possible to capture more subtle differences in diffusion coefficients
(D) which would not be accessible using a less involved analysis.
The D value used further for calculating the hydrodynamic radii
using the Stokes–Einstein equation [11].

From these data and the exponential/Gaussian fitting of them,
we were able to extract three different sizes of component protein,
that is, monomer, dimer, and trimer for lysozyme, despite the fact
that the overlapping NMR signals of the oligomers made it impos-
sible to consider these proteins as separate components from
the 2D DOSY experiment alone, and as a result making it difficult
to calculate their different diffusion coefficient values.

2 Materials

All reagents should be prepared using ultrapure water.

1. Proteins; Hen egg-white lysozyme (HEWL; lyophilized pow-
der, protein �90%, �40,000 units/mg protein), bovine thyro-
globulin, bovine γ-globulins, human serum albumin,
β-lactoglobulin, horse cytochrome c, L-tryptophan.

2. Deuterium oxide (D2O).

3. 1,4-Dioxane.

4. The water-soluble, homobifunctional cross-linker bis(sulfosuc-
cinimidyl) substrate (BS3). BS3 contains sulfo-NHS (N-hydro-
xysuccinimide) esters on both carboxylate ends of the molecule,
providing greater solubility due to the negatively charged sulfo-
nate groups, making the molecule very hydrophilic.

5. Chromatography was performed on a Dionex Ultimate HPLC
3000 Standard System running Chromeleon 6 software (Dio-
nex, Thermo Scientific), and the size exclusion-HPLC
(SE-HPLC) was a Superdex 200 10/300 GL column
(10 mm � 30 cm, Particle size 13 μm, GE Healthcare).

6. SDS electrophoresis gels, tank, and power supply.

7. NMR experiments were carried out on an Agilent Technolo-
gies 18.8T (800 MHz) DD2 Premium Compact spectrometer
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with a triple-resonance, 5 mm enhanced cold probe; however,
any high-field magnet with pulsed-field gradient capabilities
will be sufficient. (The interest is more in monitoring the
decay of signal as a function of applied gradient than the
resolution of the spectra.)

8. HPLC elution buffer; 0.05 M sodium phosphate at pH 7.0
containing 0.1 M Na2SO4, filtered through a 0.45 μm
(or 0.2 μm) pore-size membrane and degassed.

9. Conjugation buffer and; 0.1 M sodium phosphate buffer at
pH 7.0 containing 0.15 M NaCl, filtered through a 0.45 μm
filter.

10. Quenching buffer for cross-linking with BS3; 1 M Tris–HCl,
pH 7.5 filtered through a 0.45 μm (or 0.2 μm) pore-size
membrane.

11. Solutions for NMR; 0.05 M sodium phosphate buffer at
pH 7.0 filtered through a 0.45 μm (or 0.2 μm) pore-size
membrane. Other buffers are also acceptable provided that
the buffer does not contain components (usually of aliphatic
nature) that have strong, unexchangeable 1H spectral signals.
All solutions for NMR should contain at least 10% of D2O that
will be used as a deuterium lock signal.

3 Methods

3.1 Initial Diffusion

Coefficient Value

Estimation from

SE-HPLC Data

An initial, rough estimate of the expected diffusion coefficients of
the cross-linked HEWL species can be obtained from analysis of
size exclusion-HPLC (SE-HPLC) data.

1. Dissolve the calibration standards at a concentration of 0.1 mM
with the elution buffer and inject onto the SE-HPLC column
eluting with 0.05 M sodium phosphate buffer pH 7.0 contain-
ing 0.1 M Na2SO4 at a flow rate of 0.50 mL/min with detec-
tion at 280 nm.

2. Generate a standard calibration curve using a suitable range of
protein molecular weight standards (for example, bovine thy-
roglobulin, bovine γ-globulins, human serum albumin,
β-lactoglobulin, horse cytochrome c, L-tryptophan) including
human serum albumin (HSA), which has a hydrodynamic
radius (RH) of 40 Å (Figs. 2 and 3). The calibration curve is a
plot of RH values of these proteins vs. the elution volume
obtained from the SE-HPLC.

3. Prepare cross-linked forms of HEWL using BS3. For a HEWL
concentration of 5 mg/mL, use a tenfold molar excess of BS3

cross-linker and react at room temperature for 3 h. Quench the
reaction using the quenching buffer to a final concentration of

176 Pancham S. Kandiyal et al.

nicoletta.gnan@cnr.it



20–50 mM Tris. Dialyze the protein solution with 0.05 M
sodium phosphate buffer pH 7.0 (or any buffer that will keep
the protein well solubilized).

4. Run a SDS-PAGE to observe the extent of cross-linking.

5. Inject an approximate 0.1 mM concentration sample of cross-
linked HEWL onto the SE-HPLC and measure the retention
times (see Note 1).

Fig. 2 Protein calibration standard chromatogram using size-exclusion HPLC

Fig. 3 SE-HPLC standard curve
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6. Obtain the Rh values by using the linear relationship found
on the standard calibration curve (Fig. 3). From the Stoke-
s–Einstein equation, a rough estimate of the diffusion coeffi-
cients (D) for each species is as follows:

D ¼ kbT

6πηRH

where kb is Boltzmann’s constant, T is the absolute tempera-
ture, η is the dynamic viscosity, and RH is the radius of the
spherical particle.

Typical retention times and corresponding hydrodynamic
radii/diffusion coefficients obtained shown in Table 1.

3.2 DOSY-NMR

and the Identification

of Protein Oligomer/

Aggregate

Components

in a Mixture

3.2.1 Background

The diffusion coefficient (D) of a single species of molecule can be
extracted from DOSY-NMR data by plotting the Intensity of the
peaks (I) obtained against the square of the gradient strength (g2),
according to the Stejskal–Tanner Eq. 3:

I ¼ I 0e
�Dγ2g2δ2 Δ�δ=3ð Þ ð1Þ

which takes the general form

y ¼ Ae�Q x2 ð2Þ
where Q corresponds to the diffusion coefficient multiplied by
(γ2 δ2 (Δ � δ)/3). (Here, γ is the gyromagnetic ratio, Δ is diffusion
time given, and δ is the time for the gradient pulse.)

For a mixture of different components, the graph will represent
a summation of different Gaussian curves (poly-Gaussian), so the
equation will become:

X
i ¼ A1e

�Q 1x
2 þA2e

�Q 2x
2 þ . . .þAie

�Q ix
2 ð3Þ

3.2.2 Practical To fit the DOSY-NMR data of a mixture of components with an
equation of this type, a sequential approach is taken.

Table 1
Rough estimates of hydrodynamic radii/diffusion coefficients obtained from SE-HPLC results

HEWL peak Rt (min) RH (A) D (1010 m2/s)

Trimer 36.5 28 0.87

Dimer 39.0 23 1.10

Monomer 41.0 20 1.21

Compacted monomer 42.9 17 1.42
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1. Dissolve the HEWL samples in 50 mM sodium phosphate
buffer (pH 7.4, 90% H2O, 10% D2O), but the pH and buffer
of the sample should be optimized to the conditions necessary
for the oligomers/aggregates (see Note 2).

2. Perform diffusion-ordered spectroscopy (DOSY) measure-
ments at 293 K. The DgscteSL_dpfgsc DOSY pulse program
(Agilent VNMR) is used, which consists of gradient compen-
sated stimulated echo with spin lock using the excitation
sculpting solvent suppression method [12]. A spectral window
of 13,020 Hz was used, with an acquisition time of 2.46 s with
a relaxation delay of 3 s. The FIDs were collected with 32,000
complex data points with 64 scans. Logarithmically the gradi-
ent pulse strength was increased from 3% to 86% of the maxi-
mum strength of 32,767 G/cm in 60 steps. A diffusion time
(Δ) of 100 ms and bipolar half-sine-shaped gradient pulses (δ)
of 5 ms were applied. 1,4-Dioxane, which is known to behave
independently of protein concentration and the folded state of
the protein, was used as an internal chemical shift reference and
hydrodynamic radius calibration reference (3.75 ppm;
RH ¼ 2.12 Å) [11, 13]. Three replicate acquisitions were
given for each sample, and the resulting diffusion coefficient
(D) values calculated.

3. Upon acquisition of the NMR spectra, fit first a sample of neat
dioxane with a single Gaussian to obtain the diffusion value for
dioxane (Fig. 4). By referencing to dioxane it is then possible to
obtain relative diffusion values/hydrodynamic radii for other
species without having to correct for all the other factors
contained in Q (which is instead necessary to obtain absolute
measurements) (see Note 3).

4. Running the identical experiment and observing dioxane in a
protein mixture sample clearly results in a sum of different poly-

Fig. 4 DOSY-NMR fitting of pure 1.4-dioxane. Pure dioxane fit with a single curve (Eq. 2). The diffusion
coefficient (un-adjusted) obtained from this fit was 5.868 � 10�8
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Gaussian curves (Fig. 5). By fixing the diffusion coefficient of
one of the values, it is possible to extract the diffusion coeffi-
cient for the second component, which (proportionally to the
pure dioxane value) is comparable to that of lysozyme. The
mixture of cross-linked HEWL was fit by sequentially adding
curves to an initial (imperfect) fit, fixing values as fits got better
and narrowing the range toward the values obtained through
SE-HPLC (Fig. 6).

Fig. 6 DOSY-NMR fitting of cross-linked hen egg white lysozyme. Poly-Gaussian fitting of cross-linked HEWL
DOSY-NMR data. A four component poly-Gaussian was chosen to approximate the population of cross-linked
species present in the sample (although probably more different species than this were present, the SE-HPLC
and SDS PAGE results suggested four major species to be present in the sample). The initial Gaussian was
fixed at the value obtained for the second component of the dioxane with HEWL sample, and other
components were added sequentially, increasing the quality of the fit while narrowing the range of values
of the possible diffusion coefficients used. Diffusion coefficients obtained are presented in Table 2

Fig. 5 DOSY-NMR fitting of 1,4-dioxane in a protein solution. Dioxane from the protein mix, fit with a poly-
Gaussian (Eq. 3). In this case, it is clear that the fit could not be a single Gaussian like in the case of the pure
dioxane sample, probably due to protein peaks overlapping in the dioxane region. By fixing the diffusion value
of one of the components of the poly-Gaussian, it was possible to obtain a diffusion values for a second
component, equal to 6.137 � 10�9
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4 Notes

1. Compared to the SDS-PAGE results, which reflect disulfide
bridge-reduced and fully denatured proteins (Fig. 7), the sepa-
ration of monomer, dimer, and trimer of HEWL showed that
the hydrodynamic radii of these species (in their nondena-
tured/reduced state) were not as widely distributed (Figs. 8
and 9). Nevertheless, not only was it possible to distinguish
different species in the shoulders of the peak obtained by
deconvolution (Figs. 9 and 10), but one is able to identify a
further-compacted monomer which appeared to have resulted
from intramolecular covalent cross-linkages.

Fig. 7 SDS-PAGE gel of the selected HEWL-BS3 cross-linked mixture sample

Table 2
Diffusion coefficients/hydrodynamic radii obtained from DOSY-NMR

Species D � 109 (a.u.) Rh (A) I0 (a.u.)

Dioxane 58.7 2.12 64.8

HEWL1 (trimer) 3.0 41.4 82.5

HEWL2 (dimer) 4.8 25.9 16.19

HEWL3 (mono) 6.1 20.3 34.97

HEWL4 (compact monomer) 6.5 19.1 0.4
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Fig. 9 Size-exclusion chromatogram of a mixture of cross-linked HEWL (trimer, dimer, and monomer)
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Fig. 8 Size-exclusion chromatogram of monomeric HEWL

Fig. 10 Size-exclusion chromatogram of mixture of cross-linked HEWL (trimer and dimer enriched via
centrifugal concentration)
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2. When performing NMR, it would be advantageous to use a
buffer which does not have interfering signals with the sample
of interest.

3. TheD (diffusion coefficient) values for 1,4-dioxane are slightly
variable dependent upon the cosolute, which rightly reflects the
different solution microenvironment conditions that both
solutes are mutually experiencing for each sample.
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Chapter 14

Patchy Particle Models to Understand Protein Phase
Behavior

Nicoletta Gnan, Francesco Sciortino, and Emanuela Zaccarelli

Abstract

In this chapter we describe numerical procedures to evaluate the phase behavior of coarse-grained models
for globular proteins. Specifically we focus on models based on hard spheres complemented with “patchy-
like” anisotropic interactions that mimic the attractive regions on the surface of the proteins. We introduce
the basic elements of grand canonical Monte Carlo simulations for these types of models in which rotational
and translational moves need to be accounted for. We describe the techniques for the estimation of the
fluid–fluid critical point, coexistence curve, and fluid–crystal boundaries. We also discuss an efficient
method for the evaluation of the fluid–fluid phase diagram: the successive umbrella sampling technique.
Finally we briefly describe how to exploit the same tools for the calculation of the phase behavior of protein
binary mixtures.

Key words Anisotropic interactions, Patchy particles, Globular proteins, Phase behavior, Critical
point, Coexistence curve, Monte Carlo simulations

1 Introduction

Soft matter physics aims at studying the physical properties and the
phase behavior of systems made by mesoscopic constituents that
can be synthesized in the laboratory or can be found in nature. In
particular, the advances in chemical synthesis nowadays provide the
possibility to generate a wide range of colloidal particles with
different shapes and interactions [1], which can form a variety of
states such as crystals, gels, liquid-crystals, and glasses. In addition,
the size of colloidal particles allows the dynamics in the system to be
measured with several experimental techniques, even at the single
particle level as in the case of confocal microscopy [2]. For all these
reasons colloids represent the favorite model systems of physicists
for investigating new states and phases and to provide useful
insights into the behavior of more complex systems such as
biological ones.

Jennifer J. McManus (ed.), Protein Self-Assembly: Methods and Protocols, Methods in Molecular Biology, vol. 2039,
https://doi.org/10.1007/978-1-4939-9678-0_14, © Springer Science+Business Media, LLC, part of Springer Nature 2019

187

nicoletta.gnan@cnr.it

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-4939-9678-0_14&domain=pdf


For instance attractive colloids, i.e., colloids that interact with
an attractive potential, display a phase behavior that strongly
depends on the range of the attraction. It has been shown [3]
that if the attraction is sufficiently short-ranged, the fluid–fluid
coexistence line becomes metastable with respect to the fluid–solid
coexistence. A metastable fluid–fluid coexistence curve is also typi-
cal of several globular proteins [4–7] and, for this reason, models of
colloids with short-range attraction have been employed for the
investigation of globular proteins phase behavior [8–10]. These
models generally provide a good qualitative agreement with the
behavior of globular proteins, but still present some major
problems: (1) a quantitative comparison is difficult to achieve
when the attraction is purely isotropic, often resulting in a too
narrow fluid–fluid coexistence curve; (2) such models neglect the
presence of specific crystal contacts in real proteins that have a
fundamental role in the phase behavior and in the crystallization
process; (3) experimental observations show that globular proteins
have non-homogeneous surface patterns made by a distribution of
charge and hydrophobic residues, the latter mainly buried in the
core of the proteins [7]. Such heterogeneous distribution translates
into highly selective interactions between proteins that are clearly
orientation-dependent, which need to be incorporated in the mod-
els as they are responsible for significant variations with respect to
the phase behavior of isotropic models, namely the presence of
low-density critical points [11] and crystals [12]. In addition, single
point mutations [13] or the addition of a fluorescent dye that bind
to specific sites of the protein [14] have been shown to deeply
modify the phase behavior, again providing indications toward the
need to go beyond isotropic models. Recently, the behavior of eye
lens proteins of squids [15], pidan protein gels [16], and monoclo-
nal antibody suspensions [17, 18] has been interpreted in terms of
patchy models, clearly showing the importance of directional inter-
actions for properly describing protein phase behavior. For these
reasons recent coarse-grained numerical simulations of proteins all
incorporate the anisotropic aspect of the interactions [19–22] by
mainly relying on models of patchy particles [11], i.e., hard-sphere
particles with anisotropic attractive sites. The advantage in exploit-
ing such models is twofold: on one hand, they provide a better
description of the phase behavior of globular proteins and are able
to capture the variations in the phase behavior when mutations are
induced in real proteins [22]. On the other hand, the investigation
of new patchy models can also help to develop new strategies to
manipulate proteins, for instance, for producing high-quality crys-
tals or for the mutagenesis of native proteins to control their
interaction.

This chapter is conceived for providing a walkthrough descrip-
tion of the numerical methods for performing computer simula-
tions of patchy-particle models for proteins and for analyzing the
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results to build their phase diagram. The chapter is organized as
follows: in the first part we will describe the interaction potential of
patchy particles and we will introduce the framework of the Monte
Carlo method for simulating particles with anisotropic interactions.
Then we will describe, step-by-step, the main passages to locate the
fluid–fluid critical point and the corresponding coexistence line
from grand canonical Monte Carlo simulations, both using “stan-
dard” simulations and with a more advanced technique, named
successive umbrella sampling. Finally we will also discuss how to
calculate the fluid–crystal phase boundaries as well as how to gen-
eralize these concepts for the investigation of the phase behavior of
binary mixtures.

2 Materials

In the following (see Subheading 3.5.1) we will show that the most
efficient way to calculate numerically the phase behavior of the
models proposed is to run a set of parallel simulations on different
cores. The amount of cores needed depends on the size of the
system considered and the density at which the critical point is
located. For the data shown in this chapter we have employed
150 cores (for the largest system size) on 12-cores Intel(R) Xeon
(R) CPU X5680 @3.33 GHz machines.

3 Methods

3.1 Patchy Models In a patchy colloidal approach, a globular protein is modeled as a
hard sphere (HS) of diameter σ decorated with attractive sites
(patches). The HS potential [23] takes into account the excluded
volume of the protein and forbids two proteins i and j with relative
distance rij to interpenetrate as

VHSðri j Þ ¼ 1 if ri j � σ
0 if ri j > σ:

�
ð1Þ

The directional attraction can be modeled in several ways (seeNote
1). Here we focus on the so-called Kern–Frenkel (KF) potential
[24, 25] in which a patch is represented by a cone with the tip
placed at the center of the particle as shown in Fig. 1. Given a patch
α on particle i, the normal vector identifying the patch orientation
is indicated as n̂α

i . Additional parameters that are important for
modulating the patch–patch interaction are the angular width
2θ and the range δ.

An attractive interaction between two patches α and β on
particles i and j only occurs when the vector rij connecting the
centers of i and j lies inside the cones of both patches. This is
mathematically described by the angular function
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f ðn̂α
i , n̂

β
j Þ ¼ 1 if

r̂ i j � n̂α
i > cos ðθÞ

r̂ i j � n̂β
j > cos ðθÞ

8<
:

0 otherwise:

8>><
>>: ð2Þ

In addition, the two patches must overlap and hence the center-to-
center distance between particles i and j has to be smaller than σ + δ
where δ is the interaction range. When also this condition is satis-
fied, patches form a bond of energy ε, which has the form of a
square-well (SW) potential:

V SWðri j Þ ¼
1 if ri j � σ
�ε if σ < ri j � σ þ δ
0 if ri j > σ þ δ:

8<
: ð3Þ

Given Eq. 2 and Eq. 3 the Kern–Frenkel potential can be written as

V KFðri j , n̂α
i , n̂

β
j Þ ¼ V SWðri j Þ � f ðn̂α

i , n̂
β
j Þ ð4Þ

i.e., as a SW potential modulated by an angular function. It follows
that the total interaction potential between two patchy particles is

V ðri j , n̂α
i , n̂

β
j Þ ¼ VHSðri j Þ þ

XMi

α¼1

XMj

β¼1

V KFðri j , n̂α
i , n̂

β
j Þ ð5Þ

where the two sums run over all patches Mi and Mj of particles
i and j.

To ensure the single-bond per patch condition (see Note 2), it
is necessary to control the bonding volume of the patch (i.e., the
purple area of Fig. 1) by imposing that δ and θ satisfy the relation

sin ðθÞ � 1

2ð1þ δ=σÞ ð6Þ

Fig. 1 Cartoon of patchy particles where patches (purple areas) are modeled via
the Kern–Frenkel model
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It has been found that the combination of a patchy attraction plus
an isotropic square-well potential is able to reproduce experimental
data for the phase coexistence of lysozyme and of bovine and
human γD (HGD) crystalline protein [14, 20]. In the following
we will focus on such a case as a representative example to illustrate
the numerical methods to evaluate the fluid phase diagram, also in
comparison with HGD experimental results.

3.2 Monte Carlo

Simulations of Patchy

Particles

Suppose that we want to estimate, for a given temperature and
volume, the bonding probability pb ¼ �hU i/(N � f ) of the system
which is defined as the average number of bonds formed by parti-
cles, where f is the valence and hU i is the average potential energy.
To sample pb for the relevant configurations of particles in the phase
space one needs to calculate the ensemble average of the potential
energy. As discussed in Note 3, the ensemble average of a given
observable can be calculated by performing an importance-
weighted randomwalk in phase space, which is the strategy adopted
in Monte Carlo (MC) simulations, described below.

3.2.1 Displacement

Moves

In order to explore the phase space inMC simulations, the Metrop-
olis algorithm [26] is employed to control the transition rule from a
configuration to another. Specifically, given the n-tuple of particle
positions {rN}, the probability p to go from one configuration n
({rN}) associated with its Boltzmann factor e�βU ðfrN gÞ to a new one
n0({r0N}) with e�βU ðfr0N gÞ is given by:

pðn ! n0Þ ¼ αn,n0 accðn ! n0Þ if ρn=ρn0 � 1
¼ αn,n0 if ρn=ρn0 < 1

ð7Þ

where ρn ¼ exp½�βU ðfrN Þg�=ÐV dr exp½�βU ðfrNgÞ� is the proba-
bility density of the configuration n, αn,n0 is the probability that a
trial move from n to n0 is attempted, and acc(n ! n0) is the proba-
bility that the move is accepted. Since the denominator of ρn andρn0

is the same, the condition in Eq. 7 reduces to the calculation of U
({r0N}) � U({rN}). TheMetropolis scheme can thus be described as
follows:

1. Starting from an initial configuration n with energy U({rN}),
generate a trial configuration n0 with energy U({r0N}) by pick-
ing randomly a particle i and attempting to displace it of
r 0i ¼ ri þ ΔMAXv, being ΔMAX the maximum displacement
and v a random vector whose components are uniformly
distributed between [�1, 1].

2. Calculate the energy difference δUn,n0 ¼ ½U ðfr0N gÞ�
U ðfrNgÞ�. If δUn,n0 < 0, then expð�βδUn,n0 Þ > 1 and the
move is accepted. On the other hand, if δUn,n0 > 0, the move
is accepted with a probability expð�βδUn,n0 Þ. In the latter case a
random number R ∈ [0, 1] is extracted and the move is
accepted if expð�βδUn,n0 Þ � R.
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The maximum interval of displacement is directly connected to the
acceptance rate, defined as the ratio between the attempted and the
accepted moves. For example, for a dense system in which particles
can make only small steps to move, if ΔMAX is too large, then the
probability of accepting the trial move will be very small. On the
other hand, if the step is too small, then the time required for
sampling all the relevant configurations in the phase space would
be too large. A reasonable choice is to perform exploratory runs
and set the acceptance rate to 0.5. Some works [27, 28] suggest
that the efficiency of the MC simulation is improved if the accep-
tance rate is smaller than 30%.

3.2.2 Rotation Moves For particles with anisotropic interactions, rotations must also be
implemented in the MC moves. Hence the Metropolis scheme has
to be adapted to include the rotation of a particle around a vector.
The procedure can be summarized as follows:COMP: Please set the
below equation within the page width.

1. Randomly extract a particle i and attempt to displace it by
virtually changing its position r 0i ¼ ri þ ΔMAXv.

2. Before evaluating the new energy of the configuration U
({r0N}), randomly generate a versor û on a sphere [29] and
rotate the normal vectors identifying each patch of the particle
by a random angle θ ∈ [�θMAX, θMAX]. In particular given a
patch α on particle i and its normal vector n̂α

i , the rotational
matrix

is calculated and then the patch vector is rotated through the
transformation

n̂ 0α
i ¼ Rðθ,û Þ � n̂α

i : ð8Þ
3. Calculate the energy difference δUn,n0 ¼ ½U ðfr0N gÞ�

U ðfrNgÞ� and accept or reject the rototranslation according
to the Metropolis scheme described in Subheading 3.2.1.

Another way to handle rotations is through quaternions [30]
which we do not discuss here. Also for rotation moves it is common
to set the angular displacement in order to have an acceptance ratio
0.3. For standard patchy particles at low and moderate densities, a
convenient choice is θMAX � 0.1 rad and ΔMAX � 0.05σ.

3.3 Grand Canonical

Simulations

Once the main framework of MC simulations has been discussed
we need to account for the case in which the system is in equilib-
rium with a reservoir of particles. In this case the referring ensemble
is the grand canonical (GC) ensemble and the thermodynamic
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parameters are μ,V , and T where μ is the chemical potential which
describes the energy cost to insert a particle into the volume V at a
given temperature T. In this ensemble, the number of particles
fluctuates and extra MC moves have to be introduced to account
for it, namely insertion and removal moves. In the first case a
particle is inserted with a random position and orientation; in the
second case instead a randomly picked particle is removed from the
simulation box. We can summarize the new Monte Carlo grand-
canonical (MC-GC) scheme as follows:

Extract a random number R1 ∈ [0, 1].

l if R1 < ðN � 1Þ=N (where N is and integer, describing how
frequently rototranslations are performed with respect to inser-
tion/removal moves) perform a rototranslations as for the
canonical ensemble

l else extract a random number R ∈ [0, 1]; if R > 0.5 try to
insert a new particle with random position and orientation and
with a probability:

acc insertion n! n0ð Þ

¼min 1,
exp βμ½ �V
N þ 1ð Þσ3 exp �β U ðfr0Nþ1gÞ�U ðfrN gÞ

� �h i� � ð9Þ

if R � 0.5 try to remove a randomly chosen particle from the
simulation box with an acceptance probability

accremovalðn! n0Þ

¼min 1,
Nσ3

exp½βμ�V exp �β U ðfr0N�1gÞ�U ðfrNgÞ
� �h i� �

:
ð10Þ

To the best of our knowledge there are no rules to a priori decide
the value ofN . A commonly employed choice isN ¼ 500 (see also
Note 4).

3.4 Critical Point

Estimation

A first hint of the presence of a second order critical point detected
by MC-GC simulations is provided by strong fluctuations of the
number of particles (and hence of the density). As a consequence
the density distribution becomes bimodal, with two peaks
corresponding to a low-density and a high-density phase, respec-
tively, as shown representatively in Fig. 2.

However, a precise estimation of the critical point location is
obtained by performing a finite size scaling analysis of near-critical
fluids [31]. Indeed, at the fluid-fluid critical point the distribution
of the ordering operator M (discussed below) follows a universal
curve, shown in Fig. 2 (right panel), which is characteristic of the
Ising universality class:

PðMÞ ¼ a�1
MLβ=νPuniversalða�1

MLβ=ν½M�Mc �Þ: ð11Þ
In Eq. 11Mc is the ordering operator evaluated at the critical point,

a�1
MLβ=ν is the scaling factor which depends on the size of the system
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L through the critical exponents β and ν, and gives unit variance
through a�1

M . For the 3d Ising universality class ν ¼ 0.629 and
β ¼ 0.326. The universal probability distribution can thus be
numerically obtained and a good approximation to it is given by
the formula,

PuniversalðMÞ / exp½�ðγM2 � 1Þ2ðaγM2 þ cÞ� ð12Þ
where a ¼ 0.158 and c ¼ 0.776 are universal parameters and γ is
such that it gives unitary variance to the distribution [32]. Follow-
ing the Bruce–Wilding mixing parameter method, the ordering
operator is a linear combination of the density field ρ and the energy
density field u, i.e., M ¼ ρ� su, where s is the so-called mixing
parameter. Although in general s � 0 for isotropic interactions (and
hence M ¼ ρ), the role of the mixing field becomes important for
particles with anisotropic interactions (see also Note 5). Indeed it
has been shown [33] that for near-critical systems of patchy parti-
cles the distribution of density fluctuations is not symmetric; in
particular, the lower the valence of the particles, the larger the
asymmetry between the two peaks of the distribution, signaling
the increasing role of the mixing field. This is shown in Fig. 2 (right
panel) where the critical P(ρ) is reported for a patchy-particle model
of globular proteins [14, 20], which displays asymmetric peaks in
density. However a symmetrical distribution and a perfect superpo-
sition of the data with the universal Ising distribution are recovered
when PðM ¼ ρ� suÞ is considered, as shown in Fig. 3.

0 1 2 3 4

MC steps (x 107)
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Fig. 2 Grand canonical simulations of a patchy-particle model of globular proteins at its critical point [20]. In
the considered case, particles are modeled with an isotropic SW attraction complemented by very short-range
attractive patches placed randomly on the surface (see snapshot on the right) [14, 20]. The critical parameters
are (Tc ¼ 0.8185, μc ¼ �2.4667) and the edge of the simulation box is L ¼ 5σ. (Left panel) critical density
fluctuations within a GMC_GC simulation run; (right panel) distribution of density fluctuations. The model
describes a protein as a hard sphere of diameter σ with four Kern–Frenkel patches randomly distributed on the
surface complemented by an isotropic square well of depth u0 and width 0.5σ. The KF parameters are
cos θ ¼ 0:95 and δ ¼ 0.05σ and E ¼ 5u0. The same model is used in the following figures
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3.4.1 Numerical Estimate

of the Critical Point: Least-

Square Algorithm and

Histogram Reweighting

Having discussed the shape of the density fluctuations and how the
ordering parameter distribution must look like at the critical point,
it is now important to be able to detect numerically the critical
point. To this aim the histogram reweighing technique is
employed, which is combined with a fitting procedure corres-
ponding to a least-square based algorithm that finds the best values
of the control parameters (T, μ) and of the mixing parameter s such
that the distribution at the critical point superimposes to that of the
Ising universality class.

We here discuss the implementation of the method. To locate
the critical point we first perform several MC-GC simulations at
different T and μ in order to bracket the (T, μ) portion of the phase
diagram close to the critical point by locating those state points that
display two peaks in the numerical joint distribution P(N, U;T, μ).
During the simulation, for each step, the number of particles and
the total energy are recorded. The calculation of P(N), rather than
P(N, U;T, μ), is an efficient proxy for the critical point since it also
displays a double peak distribution close to criticality (see Fig. 2).
Once established a close enough state point from which to start the
fitting procedure, the joint distribution P(N, U;T, μ) is calculated.
This is done by incrementing the bins of the histogram associated
with the combined occurrence of a given number of particles and
energy during the simulation. In particular, the bins [Ni, Ej] (where
Ni is the particle number and Ej is the energy value) are built by
incrementing Ni from the minimum to the maximum value found

-3 -2 -1 0 1 2 3

X = aM
-1 Lβ/ν(M-Mc)

0

0.1

0.2

0.3

0.4

0.5

P(
X)

Ising
globular protein patchy model

Fig. 3 Distribution of the ordering parameter M ¼ ρ� su at the critical point
for a patchy-particle model of globular proteins (filled symbols) and comparison
with the universal distribution of the Ising universality class (solid line). The
considered model is the same as in Fig. 2. The mixing parameter is found to be
s ¼ 0.028
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during the simulation. However, bins with sameNi can have differ-
ent E values depending on the number of bonds formed/broken
during the simulation run for Ni particles. Therefore the bins will
be ordered by fixing Ni and going through all the possible Ej,
i.e., [Ni, Emin(Ni)], [Ni, Ej]...[Ni, Emax(Ni)]. After accounting for
all the possible energies at fixedNi, a new set of bins withN¼Niþ1
(and different energies) is built (from the smallest to the highest);
next, successive bins are built by first incrementing the number of
particles and again going through all the possible energies with
such N and so on.

From the resulting three-dimensional distribution the histo-
gram reweighting is applied by employing the relation

PðN ,U ;T 0, μ0Þ ¼ PðN ,U ;T , μÞexp½ðβ � β0ÞU �exp½ðβμ0 � βμÞN �
ð13Þ

Eq. 13 allows to predict the joint distribution P(N,U;T0, μ0) from P
(N, U;T, μ) having the same potential energy U, i.e., to find the
values of the control parameters T 0, μ0 whose joint distribution best
fit the Ising curve. The fitting procedure is described as follows:

1. Given (T, μ), change their values to (T 0, μ0) and calculate the
histogram reweighting factor exp½ðβ � β0ÞU �exp½ðβμ0 � βμÞN .

2. Multiply P(N,U;T, μ) by the previous factor in order to obtain
P(N, U;T 0, μ0).

3. Vary the mixing parameter s and calculate the order parameter
M ¼ N � sU for all the values of N and U in P(N, U;T 0, μ0).
M is then normalized by V to generate an intensive quantity.
From these, build the histogram of PðMÞ by summing all the
contributions of P(N,U;T 0, μ0) coming from the same values of
N � sU.

4. Scale PðMÞ onto the Ising curve. To this aim, calculate the
norm N ¼ Ð

PðMÞdM, the average value
hMi ¼ ð1=NÞ Ð MPðMÞdM, and its variance

var½M� ¼ ð1=NÞ Ð ðM� hMiÞ2PðMÞdM and define the
new variable X ¼ ðM� hMiÞ= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var½M�p
.

5. Since we want to know PðXÞ, impose PðXÞdX ¼ PðMÞdM,
wheredM=dX ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var½M�p
sinceM ¼ X ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var½M�p þ hMi. It
follows that PðXÞ ¼ PðMÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var½M�p
. PðXÞ is a distribution

with zero mean and unitary variance which has the correct form
to be compared with the universal distribution of the Ising
class.

6. Normalize PðXÞ and perform a least-square fit to minimize the
sum of residuals. If the result of the fit is unsatisfactory, start
from the beginning of the scheme by changing the value of T,
μ, and s as explained above.
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3.4.2 Size Effects Finite size scaling theory predicts that the values of the control
parameters at the critical point depend on the size of the system
and satisfy scaling laws. In particular, finite size scaling predicts that
Tc � L�(θ+1)/ν ,μc � L�(θ+1)/ν and ρc � L�(d�1)/ν, where θ ¼ 0.54
is the universal correction to the scaling exponent [34] and d is the
dimensionality of the system. The size dependence of the critical
parameters as a function of the system size is shown in Fig. 4.

3.5 Vapor–Liquid

Coexistence Curve

Estimation

The coexistence between a low-density and a high-density phase
implies the equality of the chemical potential, the temperature, and
the pressure of the two phases. While T and μ are fixed in the
MC-GC simulation and therefore they are identical for the two
phases, the equality of pressure can be found as follows. If phase
coexistence is satisfied, then a bimodal distribution of density
appears corresponding to the two distinct phases. Equality of pres-
sure for the two phases is obtained when the area below the two
peaks is identical. Bimodal distributions with equal area underneath

Fig. 4 Size dependence (L ¼ 5, 5.5, 6, 6.5, 7σ) of the critical temperature Tc
(upper panel), the critical chemical potential μc (middle panel), and the critical
density ρc (lower panel) for the same model as in Fig. 2 [14, 20]. Here kBT and μ
are expressed in units of u0, the depth of the isotropic square-well [20]
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the peaks for temperatures below Tc, corresponding to state points
along the coexistence curve, are shown in Fig. 5 (upper panel). An
operative way to estimate the coexistence curve is to start from a
state point close to the critical point (the same employed for the
fitting procedure) and to slightly decrease T to encounter phase
separation. Histogram reweighting of P(ρ) (in which T is kept fixed
and only μ is changed) allows to find the distribution for which the
two areas below the two peaks are equal. The average density,
weighed on the left and right part of the central minimum, provides
an estimate of the low-density and high-density coexisting phase.

Fig. 5 (Upper panel) Density probability distributions along the coexistence line
for the same patchy model as in previous figures and L ¼ 5σ. (Lower panel)
Numerical estimation of the fluid-fluid phase diagram for this model [14, 20] and
comparison with experimental results for the low-density coexistence branch of
the HGD protein. The dashed line represents the fluid-fluid coexistence curve of
an isotropic model of globular proteins [35]
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By estimating the critical point and the coexistence line it is possible
to draw the fluid-fluid phase diagram of the patchy model. Figure 5
(lower panel) shows the resulting phase diagram for the reference
patchy-particle model of globular proteins [14, 20]. Numerical
results are compared with experimental data for HDG proteins
[14], showing that the patchy model correctly estimates the loca-
tion of the critical point and fairly captures the amplitude of the
coexistence line. On the other hand, isotropic models for proteins
[35] give rise to a too narrow coexistence curve (dashed line of
Fig. 5), showing that the role of anisotropic interactions is funda-
mental for the correct estimation of the fluid-fluid phase diagram.

3.5.1 Successive

Umbrella Sampling

An efficient sampling close to the critical point and along the
coexistence curve of the low- and high-density phases requires the
system to overcome the free energy barrier separating the two
phases. The free energy profile F(ρ, T) is related to the probability
distribution P(ρ) via the expression F ðρ,T Þ � �kBT ln ðPðρÞÞ. If
the barrier separating the two fluid phases is high, it will takes a very
long time for phase-crossing to happen spontaneously in the course
of the simulation. However, a good sampling of states across the
free energy barrier is fundamental for building the correct PðMÞ
and an efficient sampling method is required. We here discuss one
of such methods named successive umbrella sampling (SUS) [36]
that allows to flatten the free energy barriers and thus to sample all
the relevant states by dividing them into small windows that are
sampled separately. Instead of performing a single MC-GC simula-
tion at a given (T, μ), the simulation run will be split into several
MC-GC windows with the same (T, μ), each of them with the
constraint that the number of particles N can oscillate in a range
ΔN within the simulation box. For instance, by choosing ΔN ¼ 2,
the first window W0 will explore the fluctuations of particles num-
ber within the interval ∈ [0, 1], the second window W1 ∈ [1, 2],
and the k + 1 windowWk ∈ [k, k + 1]. It is important to note that,
in the example above, consecutive windows are built such that they
superimpose of δk,kþ1

ov that when ΔN ¼ 2 coincides with 1. Within
each simulation window Wk the histogram Hk is calculated as in
standard MC-GC simulations. After a given number of MC steps,
the total P(N) is obtained merging the histogram windows. This is
done by recursively calculating rk,kþ1 ¼ ðPHR

k H
L
kþ1=

P ðHL
kþ1Þ2Þ

where R and L denote, respectively, the right and left region of the
histogram window that superimpose with the consecutive win-
dows. If the overlap region is δk,kþ1

ov ¼ 1, then rk,kþ1 ¼ HR
k =H

L
kþ1.

Hence for each window it is possible to reconstruct piecewise the
(not normalized) particle distribution as follows:
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PðNW 0
Þ ¼ H 0

PðNW 1
Þ ¼ r0,1H 1

PðNW 2
Þ ¼ r0,1 � r1,2H 2

⋮

PðNWj
Þ ¼ ∏

j�1

k¼0
rk,kþ1

" #
Hj

whereNWk
indicates the interval of particles sampled in the window

k. An example of the SUS histograms calculated in several windows
(see also Note 6) and the resulting piecewise reconstructed proba-
bility P(ρ) are shown in Fig. 6.

Analogously, the joint distribution P(Nk, Uk, T, μ) is obtained
by keeping track in each window of the combined occurrence of a
givenN associated with an energy E as described in Subheading 3.4
for standard MC-GC simulations.

Fig. 6 (Upper panel) Histograms generated from several MC-GC simulations at
the same (T, ν) with the constraint that each window has a fixed number of
particles and hence the density is fixed in a given interval. (Lower panel)
Reconstructed normalized P (ρ) from SUS sampling shown in the upper panel
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3.6 Fluid–Crystal

Coexistence

Methods to evaluate the coexistence line between the fluid and the
crystal phases require a precise estimate of the system chemical
potential μ. Indeed, thermodynamic coexistence is defined by the
identity in the two phases of T, P, and μ. Since Nμ ¼ F + PV , the
evaluation of μ boils down to the evaluation of the Helmholtz free
energy F. For the fluid phase, thermodynamic integration along a
path that starts from the ideal gas (infinite V ) or from the hard-
sphere fluid (infinite T) are valid options (see Fig. 7). Indeed, in
both cases the free energy of the starting state point is known (the
ideal gas free energy Fideal gas [37] and the Carnahan–Starling free
energy FCS [38], respectively). In the first case, integration along an
isotherm gives

F ðV ,T Þ ¼ F ideal gasðV ,T Þ �
ðV

1
PexdV

¼ F ideal gasðρ,T Þ þN

ðρ

0

Pexðρ,T Þ
ρ2

dρ

ð14Þ

Fig. 7 Sketch of the different methods employed in numerical evaluation of the
free energy: (upper panels) thermodynamic integration from infinite V to the
desired state point along an isotherm. The area below the Pex/ρ2 vs. ρ measures
the excess free energy (Eq. 14); (middle panels) thermodynamic integration
along isochore from infinite T. Here the area below the potential
energy vs. β ¼ 1/kBT provides the required free energy contribution (Eq. 15);
(lower panels) Hamiltonian integration, where the system is continuously
changed from a known system (Hknown) to the desired system (Hdesired). Here
the area below hHdesired � Hknowniλ needs to be calculated (Eq. 18)
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where ρ is the number density and P ex is the excess pressure, which
can be estimated via standard MC techniques. In the second case,

F ðV ,T Þ ¼ FCSðV ,T Þ þ kBT

ðβ

0

U ðβ0Þdβ0 ð15Þ

where β ¼ 1/kBT and U(β) is the potential energy.
The commonly chosen reference state in the case of the crystal,

the one for which the free energy is analytically known, is the
so-called Einstein harmonic crystal [39], complemented with an
orientational additional hamiltonian for the case of anisotropic
interaction potentials. The interested reader should consult ref.
40, where all the details and tricks of this methodology are dis-
cussed in depth. In brief, a path is invented connecting the known
reference state in which particles are confined by springs to reside
around the lattice positions of the selected crystal and to librate
around the crystal orientation to the final state in which springs are
turned off and the desired interaction potential is turned on. In this
process, the particles have always occupied the lattice position,
preventing any symmetry change and thus any unwanted first
order transition. This method, introduced by Frenkel and Ladd
[41], build on the concept of hamiltonian thermodynamic integra-
tion. To grasp the essence of this method, let’s consider starting
from a hamiltonian Hknown for which the free energy is known. In
Frenkel and Ladd case, Hknown models a system of independent
particles located on the crystal lattice sites and coupled by harmonic
springs. Each particle feels only its own spring and does not interact
with any other particle. In the case of atoms, this non-interacting
particles model coincides with the Einstein model for harmonic
solids [39] and its free energy is known. We then consider a system
with a λ dependent hamiltonian defined by

H systemðλÞ ¼ ð1� λÞH known þ λH desired: ð16Þ
Thus, for λ ¼ 0 the system coincides with the known system, while
for λ ¼ 1 the system becomes identical to the final desired system
with hamiltonian Hdesired. Then, trivially,

βF desired ¼ βF known þ
ð1

0

∂βF λ

∂λ
dλ: ð17Þ

The derivative of the free energy can be calculated by deriving the
partition function to give

βF desired ¼ βF known þ
ð1

0

hH desired �H knowniλdλ ð18Þ

where hHdesired � Hknowniλ indicates the average value of Hdesired

� Hknown evaluated in a standard simulation with the hamiltonian
Hsystem(λ). Performing simulations for different λ values, the
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integral in Eq. 18 can be numerically performed and the crystal free
energy thus evaluated (see Fig. 7).

3.7 Binary Mixtures For completeness we now also briefly discuss the case of binary
mixtures of patchy model for proteins. The procedure to evaluate
the critical point in binary mixtures is similar to that explained for
the monodisperse case. The ordering operator is now given by
M ¼ ρ1 þ cρ2 where ρ1(2) is the number density of the species 1
(2) and c is the associated mixing parameter (a different one with
respect to the one-component case). It follows that the numerical
joint distribution will depend only on the number of particles of the
two species and on the associated chemical potentials as P(N(1),
N(2);μ1, μ2).

1 Note that since the joint distribution does not
depend on energy, T is a parameter that cannot be varied to locate
the critical point. In addition, for each T it is possible to find critical
values of μ1 and μ2 or, in other words, each T is the critical
temperature Tc for a given concentration of species 1 and 2. Thus,
among the critical temperatures one has to select the Tc for the
desired relative concentration. As for the monodisperse case, to
locate the critical point SUS simulations are performed in which
the number of particles of the more abundant species, that here we
suppose to be species 1, are kept fixed within the interval

N
ð1Þ
k ∈½k,k þ 1�. We stress that for all the SUS windows the para-

meters T,V ,μ1, and μ2 are kept fixed during the simulation. For
each step the number of particles of the two species is recorded. To
build the joint probability distribution we adopt the same scheme as
for the monodisperse case where the energy E is replaced byN(2): in
each SUS window the bins of the joint histogram are built-in
sequence; the first bin is given by ½N ð1Þ

min,N
ð2Þ
min�, being N

ð1Þ
min and

N
ð2Þ
min the smallest values of particles of the two species found in that

window, the second ½N ð1Þ
min,N

ð2Þ
min þ 1�, the third ½N ð1Þ

min,N
ð2Þ
min þ 2�,

and so on until we build the bin ½N ð1Þ
min,N

ð2Þ
max�, being N ð2Þ

max the
largest values of particles of species 2 found in the simulation. Then
the next bins will be ½N ð1Þ

min þ 1,N
ð2Þ
min�, ½N ð1Þ

min þ 1,N
ð2Þ
min þ 1�, . . .,

½N ð1Þ
min þ 1,N ð2Þ

max� and so on until the last bin ½N ð1Þ
max,N

ð2Þ
max� is built.

Arranging the bins of the combined histogram in such a way allows
to easily merge the histograms from all the windows consecutively
as explained in Subheading 3.5.1, to build the joint probability P
(N(1), N(2);μ1, μ2). Histogram reweighting can then be applied to
evaluate PðN ð1Þ,N ð2Þ;μ01, μ

0
2Þ when searching for the critical point

and the vapor–liquid coexistence line as for monodisperse case. For
binary mixtures the reweighting relation is generalized as:

1 In principle the ordering operator depends also on the energy density, but to generate a joint distribution of this
kind would require to store a large number of data during the MC run that is not possible due to memory
limitations.
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PðN ð1Þ,N ð2Þ; μ01,μ
0
2Þ ¼ eN

ð1Þðβμ01�βμ1ÞeN
ð2Þðβμ02�βμ2ÞPðN ð1Þ,N ð2Þ; μ1,μ2Þ:

ð19Þ
Equation 19 allows to locate the critical point by exploiting the
same least squared algorithm explained in Subheading 3.4 for the
monodisperse system, to superimpose the P(N(1),N(2);μ1, μ2) with
the Ising universality curve. For the coexistence line, a good strat-
egy is, for a given T, to fix μ1 (possibly to a value close to its critical
value), and reweight the distribution by changing only μ2 until a
bimodal distribution with equal area under the two peaks is
encountered. If the latter condition is not found, it means that we
are out of the coexistence region for the chosen μ1. As already
stressed above, for a given T there are critical values of μ1 and
μ2 that signal the presence of a critical point for a specific concen-
tration of the two species. To find the value of such concentrations,
the equal area condition under the two peaks of the near-critical P
(N(1),N(2);μ1, μ2) is needed. Indeed, only in this case the probabil-
ity can split up as the sum of two contributions p1(N

(1);N(2)) and
p2(N

(1);N(2)) one for each phase [42]. The concentration can be
thus obtained by simply finding the average value of the particles of
the two species, performing a numerical integration of the P(N(1),
N(2);μ1, μ2);

hNii ¼
PN

ðiÞ
MAX

ni¼0 nipiðN ð1Þ,N ð1ÞÞ
p1ðN ð1Þ,N ð2ÞÞÞp2ðN ð1ÞÞ,N ð2ÞÞ i ¼ 1,2 ð20Þ

where p1,ð2ÞðN ð1Þ,N ð2ÞÞ ¼ PN
ð2Þ, ð1Þ
MAX

n2,ð1Þ¼0 PðN ð1Þ,N ð2Þ; μ1, μ2Þ and then

calculating xi ¼ hNii/(hN1i + hN 2i).

4 Notes

1. In addition to the Kern–Frenkel model, sometimes a different
interaction potential between patches is used. Among these, we
recall the “sticky spot” model in which V KFðri j , n̂α

i , n̂
β
j Þ is

replaced by an attractive well where the bond condition is
fulfilled whenever the patch–patch distance dα,β is smaller
than δα,β:

V STSPðri j Þ ¼
�εαβ if dαβ � δα,β

0 if dαβ > δα,β:

(
ð21Þ

To ensure the single-bond per patch condition, the amplitude
of the attractive well must be set to δα,β ≲ 0.119 [33]. The
main difference with respect to the Kern–Frenkel model is the
coupling between angular and radial extension of the
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patch–patch interactions, which instead can be tuned indepen-
dently for Kern-Frenkel particles.

2. Controlling whether a single patch can form single or multiple
bonds with patches of other particles is crucial to tune the
valence, i.e., the number of maximum bonds that a particle
can form. Indeed, this quantity plays a fundamental role in the
phase behavior of patchy particles because the fluid-fluid critical
point for low-valence particles moves to very low densities and
temperature. In parallel, the coexistence region narrows in a
very small region of the phase diagram [33, 43]. A good
control of the valence is also of particular importance for a
comparison with theoretical predictions based on the thermo-
dynamic perturbation theory introduced by Wertheim
[44–47], which describes the association of patchy particles
under the constraint of a single-bond per patch.

3. To investigate the phase behavior of a system ofN particles in a
volumeV at temperature T, the best strategy would be to find a
way to evaluate numerically the configurational part of the
partition function Z which encodes the statistical properties
of the system in equilibrium. Neglecting orientation for
simplicity,

Z ¼
ð
V

drNexp½�βU ðfrNgÞ�, ð22Þ

where rN in the N-tuple of all particle position, from which it
would be possible to derive all the ensemble averages as for the
generic observable A

hAi ¼
Ð
V dr

NAðfrNgÞexp½�βU ðfrNgÞ�
Z

ð23Þ

where β ¼ 1/kBT, kB is the Boltzmann constant andU({rN}) is
the configurational energy. A numerical procedure to evaluate
this kind of integrals is based on the Monte Carlo
(MC) integration. The latter is a statistical sampling which

allows to approximate the integral of a function
Ð b
a f ðxÞdx

with its mean value I ¼ (b � a)hf(x)i; this can be done by
extracting randomly R variables x within the interval [a, b]
and evaluating f(x) R-times to calculate its average value. The
estimate of hf(x)i will depend only on the number of trials
employed to sample the function in the interval [a, b]. This
kind of procedure is called “random sampling” and it is used to
solve a large number of statistical problems [29, 48]. However
the random sampling technique is not the fastest procedure to
estimate the average in Eq. 23: indeed, given the thermody-
namic parameters (N,V ,T), not all particle configurations have
the same probability to occur but instead follow the Boltzmann
distribution [29]. Since the random sampling uniformly
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explores the phase space, it would also sample, with equal
probability, those configurations that poorly contribute to the
average of Eq. 23. Therefore to be able to sample all the
relevant configurations, the random sampling would require a
huge amount of trials R.

A step forward is given by the “importance sampling”
which chooses random numbers from a density distribution w
(rN) in order that the average sampling is concentrated in the
phase space that gives significant contribution to the average

hAi ¼
ð
V

drNAðfrNgÞwðfrN gÞ ¼ hAiR ð24Þ

and hence the observable average coincides with the average
value of the observable estimated in R trials. This strategy is at
the core of MC simulations described in Subheading 3.2.

4. An open source code with MC algorithms described so far can
be found on the web (http://dx.doi.org/10.5281/zenodo.
1153959) [49].

5. On a lattice representation of a fluid, the two scaling fields ρ
and u are orthogonal and M ¼ ρ. This is due to the so-called
particle-hole symmetry, for which an inversion move (i.e., a
spin flip) necessarily corresponds to a removal or an insertion
move and thus there exists a symmetry between the way a hole
and a particle are created. This is not true for off-lattice fluids
for which the space filled by a particle can be always trans-
formed in an empty space, but not vice versa. For the case of
patchy particles, the anisotropy in the interactions enhances
such particle-hole asymmetry, since particle insertion and
removal also depend on the way particles are oriented with
respect to one another.

6. As discussed in the original work on the SUS method [36], the
constraint of the number of particles in a given windowmust be
taken with care in the calculation of the histogram when an
attempt is made for increasing (decreasing) the number of
particles outside the window range. In that case the move
would be rejected leaving the number of particles in the box
equal to the maximum (minimum) of the interval in that
window, but the corresponding bin still has to be incremented
by one in order to fulfill the detailed balance condition.
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Chapter 15

Obtaining Soft Matter Models of Proteins and their Phase
Behavior

Irem Altan and Patrick Charbonneau

Abstract

Globular proteins are roughly spherical biomolecules with attractive and highly directional interactions.
This microscopic observation motivates describing these proteins as patchy particles: hard spheres with
attractive surface patches. Mapping a biomolecule to a patchy model requires simplifying effective pro-
tein–protein interactions, which in turn provides a microscopic understanding of the protein solution
behavior. The patchy model can indeed be fully analyzed, including its phase diagram. In this chapter, we
detail the methodology of mapping a given protein to a patchy model and of determining the phase diagram
of the latter. We also briefly describe the theory upon which the methodology is based, provide practical
information, and discuss potential pitfalls. Data and scripts relevant to this work have been archived and can
be accessed at https://doi.org/10.7924/r4ww7bs1p.

Key words Soft matter, Phase behavior, Protein crystallization, Coarse-grained simulation

1 Introduction

While all-atom simulations of a single solvated protein are now
fairly run-of-the-mill, simulating protein crystallization in a similar
way is far beyond computational reach. The operation would
require simulating hundreds of copies of the macromolecule, over
very long timescales. In addition, such simulations would contain
so much information that teasing out the relevant physico-chemical
features that drive crystal assembly would itself be challenging. To
circumvent these obstacles, coarse-grained models are used to cap-
ture protein–protein interactions in an effective manner, and thus
to hide from view (and from computations) most of the obfuscating
details. The key operations for such coarse-graining are: (1) deter-
mining and characterizing the relevant features of protein–protein
interactions, and (2) solving the properties of the resulting effective
model. The first is done using all-atom simulations, and the second
with the coarse-grained model alone. From a conceptual viewpoint,
the key difficulties consist of identifying the relevant features and
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choosing an appropriate coarse-graining scheme. Here, we describe
a procedure developed over the last few years that focuses on crystal
contacts between proteins for the former, and uses patchy models
for the latter.

An attentive reader will notice that this approach gives infor-
mation about the crystal assembly of a protein of known structure,
and thus that has presumably already been crystallized. This is the
vicious cycle of protein crystallization (see Fig. 1). Despite this
obvious drawback for the study of a specific protein, such a scheme
can be employed to understand the generic features that control
protein crystallization, and thus the different classes of macromo-
lecular assembly.

In this chapter, we detail the methodology for obtaining effec-
tive representations of protein–protein interactions, patchy models,
and the steps involved in determining their phase diagram. For each
of these tasks, we also briefly summarize the underlying theory. We
conclude by discussing common complications and workarounds.

F

T nucleation 
zone

critical
point

S

Phase diagram

Soft matter model

Protein crystal

Protein structure

Protein-protein
interactions

Fig. 1 The vicious cycle of protein crystallization (adapted from ref. 15). The phase diagram of a given patchy
model can be straightforwardly determined. The resulting phase information can in turn be used to optimize
crystallization screens to reliably obtain protein crystals. However, constructing patchy models requires
knowing protein–protein interactions, for which the protein structure itself is needed. Going through this
process nevertheless results in a better understanding of how the microscopic properties of the protein control
its phase behavior
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2 Materials

It may sound paradoxical but the most essential information
needed to study protein crystal assembly is the protein crystal
structure itself (Fig. 1). While high quality crystal structures are
preferable, if the positions of some of the side chains cannot be
resolved, it is still possible to add them on using tools such as KiNG
[1], and then minimize the energy of the resulting configuration in
order to avoid steric clashes. Once that has been resolved, the
expensive computational work can begin.

In order to run all-atom simulations, molecular dynamics
(MD) packages, such as Gromacs [2] or Amber [3], are essential.
These packages include a variety of protein force fields and water
models and are designed for sharing the computational load with
graphical processing units (GPUs). This is especially useful for
simulating systems that contain a large number of non-bonded
interactions, e.g., interactions that involve solvent molecules.

Once model parameters have been determined from all-atom
MD simulations, the remainder of the work uses Monte Carlo
(MC) simulations. Note that no generic MC code distribution is
widely available, but the relevant methods for patchy models can be
straightforwardly implemented based on ref. 4. Rovigatti et al. have
also recently published a detailed review of the specific MC meth-
ods used for simulating patchy particles, along with an educational
package for performing various such simulations [5, 6].

3 Methods

In this section we first describe how effective protein–protein inter-
actions are obtained (Subheading 3.1), and how the nature of these
interactions leads to a minimal patchy model. We then detail the
process of obtaining the phase diagram of this model (Subheading
3.2). For the sake of concreteness, we use Gromacs for the first step
and illustrate the overall process with a specific rubredoxin mutant
[7] (Protein data bank [8] ID: 1YK4 [9]).

3.1 Effective

Protein–Protein

Interactions Through

Umbrella Sampling

The change in free energy upon forming or destroying a
protein–protein contact is determined from simulations that
mimic experimental conditions and thus include solvent molecules
and ions. In general, the free energy difference between two states
along a reaction coordinate, ξ, is called the potential of mean force
(PMF). For protein–protein interactions in particular, one needs to
determine the PMF as a function of distance between two proteins,
given a specific crystal contact. The natural choice for the reaction
coordinate is then the protein–protein distance.
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At equilibrium, the probability that the system is found at a
given ξ is [10]

Q ðξÞdξ ¼
Ð
δð~ξðrN Þ � ξÞe�βU ðrN ÞdrNÐ

e�βU ðrNÞdrN

" #
dξ, ð1Þ

where δ is the Dirac delta function, ~ξðrN Þ is a function that relates
the reaction coordinate to particle positions, rN denotes the coordi-
nates of the N particles of the system, and U(rN) is the potential
energy of a given configuration. This configuration is observed with
a probability proportional to its Boltzmann weight, i.e., e�βU ðrN Þ

at inverse temperature β � 1/kBT where kB is the Boltzmann
constant. The constrained (Helmholtz) free energy,A(ξ), as a func-
tion of the reaction coordinate, �βAðξÞ ¼ lnQ ðξÞ, corresponds to
the PMF. While it is theoretically possible to sampleQ (ξ) in a single
molecular dynamics (MD) simulation, in practice the small Boltz-
mann weight of the dissociated configurations makes sampling
exceedingly difficult. It is thus advantageous to introduce a series
of biasing potential,wi (ξ), and to simulate the systemwithmodified
energy functions,

U 0
iðrN Þ ¼ U ðrN Þ þ wiðξÞ: ð2Þ

Sampling all ξ is then possible because the original energy barriers
are lowered, or equivalently, the Boltzmann weight of the asso-
ciated configurations is increased. A convenient choice of bias is a
harmonic potential, i.e., a spring,

wiðξÞ ¼ kðξi � ξ0Þ2, ð3Þ
where ξ0 is the imposed protein–protein distance and k is the spring
constant. Using this potential, we separate the protein–protein
center of mass distance into M umbrella sampling windows, with
different ξi (Fig. 2).

In what follows, we detail the computational steps involved in
this procedure for a given protein. Note that a detailed tutorial for
the process is available for Gromacs (see Note 1). We here provide

ξ0 ξ1 ξ2 ξM
. . . ξi

. . .

pull direction

Fig. 2 Two proteins are pulled away from each other to generate umbrella sampling windows centered at ξi.
Each window is sampled by MD simulations using a biased interaction potential U 0

i ðrN Þ. The results for the
different windows are then joined to reconstruct the overall PMF as a function of ξ
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the details that are not mentioned in that tutorial or that differ for
crystal contacts.

1. Determine contacts.Crystal contacts can be determined using
PISA [11], an online tool that identifies protein–protein inter-
faces for a given .pdb (protein data bank) file. PISA takes into
account protein symmetry and crystal periodicity, in addition
to using a distance cutoff for determining contacts. For each
contact, it also lists the residues involved in hydrogen bonding
and salt bridges, and provides an estimate of the contact free
energy. This estimate, however, is fairly rough, because many
contributions, such as interactions with the crystallization
cocktail or side chain and backbone conformational changes,
are not explicitly considered.

2. Add anymissing or incomplete residues.When starting from
a crystal structure, it is possible that entire residues or some of
their side chains might be missing because they could not be
crystallographically resolved. These should be added manually
to the protein structure. Note that the accuracy of the orienta-
tion and the conformation of these residues is not critical at this
stage (within chemical reasonableness), because the protein
structure is minimized in subsequent steps, eliminating any
steric clash that might arise. The interaction strength between
patches also depends on the protonation states of the contained
residues. A rough estimate for the protonation states can be
obtained with propKa [12], keeping in mind that in most cases
the solution conditions for crystallization experiments are such
that the protein carries no net charge.

3. Generate input files for each contact. For each contact, sepa-
rate .pdb files with two copies of the protein forming the
contact should be generated. These .pdb files should then be
converted to .gro files (the default structure file format for
Gromacs) using the Gromacs command pdb2gmx. This com-
mand also prompts the user to choose a force field and a water
model. Once the .gro file is created, it is convenient to rotate
the protein pair so that the z-axis corresponds to the pull
direction and to center the pair in the simulation box. The
assembly should be at least 1 nm away from the box sides, in
order to prevent one protein from interacting with its copy
across the (periodic) box boundary, given that the cutoff for
neighbor lists, electrostatic, and van der Waals interactions is
less than 2 nm. This centering and resizing can be achieved by
the following command:

gmx editconf -f box.gro -o newbox.gro -c -d 1.0
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The next step is to elongate the box along the pull direction,
making sure that the box is at least twice the pull direction plus
the original box size. Suppose that the box size in newbox.gro
is 10 � 10 � 10 nm. In order to pull one of the protein copies
5 nm away one should run

gmx editconf -f newbox.gro -o newbox2.gro -center 5 5 5

-box 10 10 20

for the box to be resized to 10 � 10 � 20 nm.

4. Add solvent and ions. Once the box dimensions are selected
and the proteins are positioned, solvent and ions are inserted
with the commands gmx solvate and gmx genion, respec-
tively. Ideally, one should use the same ion type and concentra-
tion as in the crystallization cocktail. If the force field
parameters for these specific ions are not readily available,
however, one might consider replacing them with simple
generic ions such as sodium and chloride. This replacement at
least matches the ionic strength of the solvent and thus the
extent of charge screening in the experimental setup.

5. Minimize energy and equilibrate. The energy of the resulting
system should be minimized before running any simulation,
because the positions of the water molecules and ions placed in
the box, as well as the conformation and orientation of the
inserted residues and side chains, need to be relaxed. To further
relax the system, a short additional simulation should be per-
formed in which the number of particles, pressure, and tem-
perature are kept constant (constant NPT), before generating
input configurations for umbrella sampling. Note that keeping
the center of mass of the protein–protein complex fixed for this
step facilitates the remainder of the procedure.

6. Generate configurations for umbrella sampling. In order to
generate initial configurations for umbrella sampling, a simula-
tion is run in which one protein is pulled away from the other at
a constant rate, using a harmonic potential with force constant
k, while the other protein is restrained. (A convenient approach
is to restrain three or four backbone atoms.) Typically,
k ranging from 1000 to 10,000 kJ mol�1 nm�2 is appropriate
for pulling the proteins apart. Since the resulting configura-
tions are not necessarily equilibrated they need to be further
relaxed after the pull, before being used as inputs to umbrella
sampling simulations.

7. Choose umbrella sampling windows and run simulations.
The M chosen configurations should cover the whole distance
interval of interest, and their pair separation Δξi (Fig. 2) should
be such that the resulting umbrella sampling windows overlap
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sufficiently. In particular, a significant portion of the tails of
distributions of ξ for each neighboring pair of windows should
overlap (see Fig. 3a). The constant k for the umbrella simula-
tions should be strong enough to keep the proteins at roughly
the desired separation, but not so strong that the resulting
distributions are overly narrow. Additional windows, as permit-
ted by the box size, can be added after the PMF is generated, if
any pair of windows does not sufficiently overlap. Note that if
the overlap is poor, one often observes discontinuities in the
resulting PMF. This serves as a diagnostic.

8. Generate PMF. The PMF is constructed from the output of
each umbrella sampling simulation using the command gmx
wham (Fig. 3). The input files necessary for this step are the
.tpr (the Gromacs executables for individual umbrella sam-
pling simulations) and pullf*.xvg, which contain the force
information for each window.

3.2 Phase Diagram Our ultimate goal is to capture the solution and the assembly
behavior of a protein from the simplest possible physical model.
This is not only useful in making the simulations computationally
tractable, but also serves as a consistency check for the microscopic
features we previously identified as relevant. In that context, we

1.8 2 2.2 2.4 2.6
 (nm)

-10

-5

0

 (
k B

T
)

1.8 2 2.2 2.4 2.6 2.8
 (nm)

0

500

1000

C
ou

nt

(a)

(b)

Fig. 3 (a) Histograms generated by the weighted histogram analysis method
(gmx wham) [13]. The distribution for each window overlaps well with those of
their neighbors. (b) The PMF for a contact of rubredoxin as a function of pull
distance, ξ, at Tref ¼ 300 K [7]. Infinite separation sets the zero of the energy.
The square-well potential generated from this PMF by fitting the second virial
coefficient is shown in red (see Subheading 3.2.1)
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consider globular proteins to be roughly spherical objects with
anisotropic interactions that are dictated by their surface amino
acids. These key features, together with the assumption that the
relevant surface amino acids are involved in crystal contacts, suggest
a minimal model comprising a hard sphere with attractive surface
patches, i.e., a patchy model. Patchy models based on the
Kern–Frenkel potential [14] and others have indeed been shown
to recapitulate the phase behavior of various globular proteins
[7, 15–18] (see Note 7 about model complexity). The location,
interaction range, and strength of the patches, as well as their
angular width, can be determined from all-atom simulations of
the crystal structure. Note that this model is suitable for short-
range interactions. That is, the protein should either be uncharged
or the ionic strength of the crystallization cocktail should be suffi-
ciently high for charge–charge interactions to be screened. These
conditions are precisely those used in crystallization experiments.
Once this minimal model is parameterized, its phase diagram can be
obtained usingMC simulations. This section first describes a model
that captures the properties of the effective protein–protein inter-
actions computed in Subheading 3.1 (Subheading 3.2.1). The
notion of thermodynamic integration, which is used for calculating
the free energy of a system from a reference state, is then introduced
(Subheading 3.2.2). The calculation of fluid (Subheading 3.2.3)
and crystal (Subheading 3.2.4) free energies are subsequently
described, as well as the procedure for obtaining a coexistence
point between these two phases, and the Gibbs–Duhem integration
scheme (Subheading 3.2.5) for obtaining the complete crystal
solubility curve. Finally, we discuss how Gibbs Ensemble simula-
tions can be used to obtain the (metastable) gas–liquid binodal
(Subheading 3.2.6).

3.2.1 Patchy Models In a patchy model, the interaction potential between two patchy
particles i and j is

U ðrij ,Ωi,Ωj Þ ¼ UHS þ
Xn
α,β¼1

Uαβðrij ,Ωi,Ωj Þ, ð4Þ

where UHS is the hard sphere repulsion, which prohibits overlaps
between particles of diameter σ, α and β label one of the n surface
patches, rij is the distance between particles, andΩ1 andΩ2 describe
the particle orientations (either in terms of Euler angles or quater-
nions). The attractive part of the potential, Uαβ, is then

Uαβ ¼ vαβðrij ÞfαβðΩi,Ωj Þ, ð5Þ
with
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vαβðrij Þ ¼
�εαβ, σ < rij � λαβσ

0, otherwise

(
;

fαβðΩi,Ωj Þ ¼
1, cos θα � cos δα and cos θβ � cos δβ

0, otherwise

(
:

ð6Þ

In other words, a square-well potential of range λαβσ controls the
radial part of the attraction, and the widths of patches α and β, δα
and δβ, respectively set their angular range (Fig. 4). That is, patches
only attract when the vector joining their centers of mass passes
through the patch of both particles.

The parameters for the radial part of the attraction are obtained
from the PMF computed in Subheading 3.1 (Fig. 3a). The depth of
the square-well potential, εαβ, is that of the PMF for contact
between patches α and β. The range of the square-well attraction
(see Note 6) is obtained by matching its contribution to B2, the
second virial coefficient, to that of the PMF, where

B2 ¼ �1

2

ð
ðe�βU ðrÞ � 1Þdr: ð7Þ

This integral is evaluated numerically for the PMF (its value
denoted I) and analytically for the α-β contact. For a given contact,
the interaction range, λαβ, is found by equating the two results,

λαβ ¼ ð 3I

e βεαβ � 1
þ 1Þ1=3

: ð8Þ

Finally, the angular breadth of the interaction is set by running
simulations that fix the distance between the two proteins, but not
their relative orientation. This is achieved by constraining the

Fig. 4 Two particles do not interact unless their patches overlap in distance
and orientation. Here, êα and êβ point to the centers of patches α and β,
respectively, hence they interact if both êα � r̂ ij ¼ cos θα � cos δα and

êβ � r̂ ij ¼ � cos θβ � cos δβ, with rij � λαβσ
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center of mass distance with a harmonic spring, at the equilibrium
bonding distance. The deviation of the patch vectors from the
center of mass axis is tracked in terms of the angle δ between
them. The angular breadth, cos δα, for patch α is taken to be the
mean of the computed distribution for that angle, and the same for
cos δβ of patch β.

3.2.2 Thermodynamic

Integration

Once the patchy model is parameterized, various types of MC
simulations are employed to trace out its phase diagram. For two
or more phases to be in coexistence, their temperature, pressure,
and chemical potential, μ, must all be equal. While P and T can be
straightforwardly enforced, μ is more challenging. Simulations, like
experiments, can only determine the change in free energy along a
transformation, not its absolute value. One thus needs a reference
state of known free energy and a transformation from that reference
to the system of interest to calculate its free energy [4, 19]. Refer-
ence states that are of particular interest for us are the ideal gas and
the Einstein crystal. Integrating from any of these states along an
isotherm yields for the Helmholtz free energy

Aðρ,T Þ ¼ Aðρ0,T Þ þN

ðρ
ρ0

Pðρ0Þ
ρ02

dρ0, ð9Þ

where ρ0 is the density of the reference system and P(ρ) is the
equilibrium pressure of the system at a density, ρ. Here, we consider
the number density, such that ρ � N/V , where V is the volume of
the system. For numerical convenience, if the reference system is an
ideal gas, this expression is rewritten as [20]

Afluid ρ,Tð Þ ¼ AidealðρÞ þN

ðρ
0

½ P

ρ02
� 1

βρ0
�dρ0, ð10Þ

where Aideal is the free energy of the ideal gas (see Note 2)

AidealðρÞ
N

¼ 1

β
logðρΛ3Þ � 1þ 1

N
logð2πN Þ

� �
: ð11Þ

where the de Broglie wavelength, Λ3, is set to unity without loss of
generality. Another option is to integrate at constant pressure, i.e.,
along an isobar, varying the temperature of the system

βμðT ,PÞ ¼ βμðT 0,PÞ �
ðT
T 0

H ðT 0Þ
NkBT

02 dT
0, ð12Þ

where H is the enthalpy of the systems, or along an isochore,

β
AðT ,V Þ

N
¼ β

AðT 0,V Þ
N

�
ðT
T 0

U ðT 0Þ
NkBT

02 dT
0, ð13Þ

where U is the internal energy of the system.
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3.2.3 Free Energy of the

Fluid Phase

Using the principles of thermodynamic integration introduced
above, the following steps summarize how we obtain the free
energy of the fluid phase. To integrate along the isotherm from
the ideal gas, we run NPT simulations at a set of pressures {P1, . . .,
Pm}, where P1 is a very low pressure and ρ(Pm) is the density of
interest. Figure 5a shows the numerical equation of state of the
fluid phase for the patchy model of rubredoxin [7]. The integrand
of Eq. 10 is calculated from these data points (Fig. 5b). The
integrand gets noisy as pressure decreases, because both 1/ρ2 and
1/ρ diverge as ρ ! 0, hence the numerical error is then amplified.
In that regime, one can use the fact that the integrand converges to
B2, Eq. 7, as ρ ! 0 to increase numerical accuracy. There are three
options for the rest of the thermodynamic integration: (1) continue
integrating along the same isotherm to obtain the free energy as a
function of pressure, (2) integrate along an isobar using Eq. 12, or
(3) integrate along an isochore using Eq. 13.

3.2.4 Free Energy of the

Crystal Phase

The Frenkel–Ladd method [21] is a thermodynamic integration
scheme to obtain the free energy of a crystal using an Einstein crystal
with a fixed center ofmass as a reference. Particles are then restrained
to their equilibrium lattice positions and orientations, and do not
otherwise interact. The interaction energy of this system is

UE ¼
XN
i¼1

κðri � ri,0Þ2 þ
XN
i¼1

κηgðΩiÞ: ð14Þ

The first term restrains the positions ri of the N particles to their
positions ri,0 by a harmonic potential with spring constant κ ∈ [0,
1). The second term penalizes particles that deviate from their
equilibrium orientations, by the potential gðΩÞ ¼ 1� cos ðψ iαÞþ
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Fig. 5 (a) Equation of state (density as a function of pressure), and (b) the integrand of Eq. 10 for the fluid
phase of the patchy model of rubredoxin at β ¼ 0.2 (in units of 1/kBT ref) [7]. The star denotes B2, the
ρ ! 0 limit of the integrand of Eq. 10. Curves are polynomial fits to the data
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1� cos ðψ iβÞ [7], where ψ iα (ψ iβ) is the angle between the vector

that defines patch α (β) in its equilibrium and instantaneous orien-
tations, and patches α and β are chosen arbitrarily among the
surface patches (see Note 3). The free energy of the ideal Einstein
crystal with fixed center of mass, AE, has both translational and
orientational contributions AE ¼ AE,t + AE,o where [19, 20]

β
AE, t

N
¼ �3

2

N � 1

N
ln

π

βκ

� �
� 3

2N
logðN Þ ð15Þ

β
AE,o

N
¼ � ln

1

8π2

ð
dΩ e�κηgðΩÞ=kBT

 !
: ð16Þ

This reference system is converted to the interacting protein crystal
in three steps.

1. Switch on interactions. The free energy change in this step is

ΔA1 ¼ � lnhe�βð ~U�U 0Þi
E
þU 0, ð17Þ

where h�iE denotes an averaging over ideal Einstein crystal
configurations, ~U is the energy of the interacting Einstein
crystal without the harmonic spring contributions, and U0 is
the interacting crystal ground state energy. For large enough κ
(denoted κmax) the contribution from the thermal average
vanishes, i.e., ΔA1 	 U0. This condition sets κmax.

2. Turn off position and orientation restraints. In this step, the
springs are turned off, i.e., κ ! 0. The change in free energy of
this process is

ΔA2 ¼ �
ðκmax

0

dκ0h∂UE

∂κ0
i
NVTκ0

¼ �
ðκmax

0

dκ0hXN
i¼0

ðri � ri,0Þ2 þ η
XN
i¼0

gðΩiÞiNVTκ0 :

ð18Þ

Note that because κmax can be very large, it is often more
convenient to use ln κ as the integration variable

ΔA2 ¼ �
ð ln κmax

�1
dðln κ0Þ κ0hXN

i¼0

ðri � ri,0Þ2 þ η
XN
i¼0

gðΩiÞiNVTκ0 ,

ð19Þ
where the integrand is evaluated by running NVT simulations
at different κ (Fig. 6a). The first term in the integrand is the
mean square displacement and the second term is a measure of
the orientational displacement, which are both easily measured
in simulations. The integral can then be evaluated using
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Gaussian quadrature [22] with 20–40 logarithmically spaced
points. Because the integrand vanishes when ln κ ! �1 the
integration can start from a small (non-zero) κ. Evaluating the
translational contribution to the Einstein crystal free energy in
Eq. 15 is straightforward, and although the orientational part
Eq. 16 cannot be calculated analytically, for large κmaxη, one can
use the saddle point approximation

ð
dΩe�βκmaxηgðΩÞ 	 e�βκmaxηgðΩ0Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π

βκmaxηg 00ðΩ0Þ

s
: ð20Þ

Here we have approximated g(Ω) with its second order Taylor
expansion, and Ω0 is the orientation that minimizes g(Ω). The
orientational contribution to the Einstein crystal free energy
then becomes

β
AE,o

N
	 3

2
ln ðβκmaxηÞ þ 1

2
8π det ðH ½gðΩ0Þ�Þf g, ð21Þ

where det(H[g(Ω0)]) is the determinant of the Hessian com-
puted at the minimum of g(Ω) [7]. Note that one should check
whether κmax is indeed large enough by verifying that higher
order terms in the Taylor expansion are negligible.

An estimate for the plateau value for the integrand of
Eq. 19 can be analytically estimated for sufficiently large κ,
and thus serves as a consistency check. The orientational con-
tribution to this quantity is calculated using the saddle point
approximation to AE,o, Eq. 21,

κηhXN
i¼0

gðΩiÞiκ ¼ κη
∂AE,o

∂ðκηÞ ¼ κη
3

2β

β

βκη
¼ 3N

2β
, ð22Þ

and the translational contribution can be estimated using the
expression derived for the hard sphere mean squared displace-
ment [21]. In the limit of very large κ, this result should be
exact because translational and orientational displacements are
then too small to break any bond.

3. Release the crystal center of mass. Removing the constraint
over the center of mass finally gives

ΔA3 ¼ 1

β
ln ðρÞ: ð23Þ

Cumulating these results gives the absolute free energy of the
crystal of patchy particles

A ¼ AE þ ΔA1 þ ΔA2 þ ΔA3 ð24Þ
at a given density and temperature. Integration along an isobar,
isotherm, or an isochore within the crystal phase can then be
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performed to explore a broad range of conditions within that
phase.

3.2.5 Gibbs–Duhem

Integration

Given a coexistence point (Fig. 6b) between the crystal and the
liquid, the Gibbs–Duhem relation,

tðPðβÞ, βÞ � ðdP
dβ
Þ
coex

¼ �H crys=N �H liq=N

βð1=ρcrys � 1=ρliqÞ
¼ � ΔH=N

βΔð1=ρÞ ,

ð25Þ
can be integrated to obtain coexistence points at different tempera-
tures [23]. This can be done using a numerical method, such as
predictor–corrector algorithms, and evaluating the thermodynamic
quantities via MC simulations. The general idea is as follows.

1. Start from a known coexistence point (P0, β0), consider a
system at β1 ¼ β0 + Δβ, where Δβ is small (see below).

2. Guess the coexistence pressure at this temperature according to
the appropriate predictor formula.

3. Run NPT simulations of the two phases simultaneously to
equilibrate ΔH/N and Δ(1/ρ). Correct the pressure predic-
tion using these quantities according to the appropriate correc-
tor formula.

4. Repeat 2 and 3 until convergence.

The chosen integration scheme depends on how many coexis-
tence points are known (see Table 1). At the start of the process,
only one such point, (P0, β0), is known. A short simulation is run
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Fig. 6 (a) The integrand of Eq. 19. The dashed line is the plateau value estimated from the translational and
orientational displacements of particles at large κ (see Eq. 22 and ref. 21). (b) The chemical potential,

μ ¼ A
N � P

ρ of the fluid phase obtained by integrating Eq. 10 with the data of Fig. 5 (solid line) and the crystal

phase (dashed line) for a fixed P ¼ 0.35 (kBTref/σ
3). Their intersection gives a coexistence point between the

two phases (red point)
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for both phases to obtain t (P0, β0). The guess for the pressure, P1,
for the next coexistence temperature, β1 ¼ β0 þ Δβ, and its correc-
tion are then given by the trapezoid rule, after calculating t (P1, β1)
with the initial guess. The third and fourth coexistence points can
be calculated using the midpoint rule. Once four points are
obtained, additional ones can be found iteratively using Adams
rule (see Note 4). While Δβ should be large enough to allow for
an efficient tracing, using a too large a value causes numerical
instability [24]. One way to validate the resulting coexistence line
is to repeat this procedure starting from different, well-separated
coexistence points.

3.2.6 Obtaining the

Gas–Liquid Binodal

Coexistence points on the gas–liquid binodal can certainly be
obtained by slightly modifying the above procedure, but a more
straightforward approach is to use Gibbs Ensemble simulations
[4, 25], which are specifically designed for identifying coexistence
between homogeneous phases of intermediate density. In this
method, two boxes of fluid are simulated simultaneously. Their
total volume and number of particles are kept constant but boxes
can exchange volume as well as particles between each other. The
density of each box then converges to the gas or the liquid density,
ρg and ρl, respectively (see Note 5) (Fig. 7). The binodal is then
obtained as follows.

1. Obtain a few coexistence points from Gibbs Ensemble
simulations. Gibbs Ensemble simulations are run for a set of
temperatures below the estimated critical temperature, Tc, from
generalized law of corresponding states [26], starting from an
intermediate fluid density, ρ 	 0.3.

2. Fit coexistence data to obtain the full binodal. The physical
universality of the gas–liquid transition allows for tracing the
binodal using only a few coexistence points. The full binodal,
including the critical point, can then be calculated by fitting
two universal equations: a scaling law and the law of rectilinear
diameters [4]. The former gives an estimate of Tc,

Table 1
Predictor–corrector algorithms, where ti � t (Pi, βi) for βi ¼ β0 + i Δβ, is defined in Eq. 25

Method Predictor Corrector

Trapezoid Pi+1 ¼ Pi + Δβti Piþ1 ¼ Pi þ Δβ
2 ðt i þ t iþ1Þ

Midpoint Pi+2 ¼ Pi + 2 Δβti+1 Piþ2 ¼ Pi þ Δβ
3 ðt iþ2 þ 4t iþ1 þ t iÞ

Adams Piþ4 ¼ Piþ3 þ Δβ
24 ð55t iþ3 � 59t iþ2þ

37t iþ1 � 9t iÞ
Piþ4 ¼ Piþ3 þ Δβ

24 ð9t iþ4 þ 19t iþ3�
5t iþ2 þ t iþ1Þ
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logðρl � ρgÞ ¼ logB þ βlogðT � T cÞ, ð26Þ
where β ¼ 0.32 (not to be confused with the inverse tempera-
ture) is the magnetization exponent for the Ising universality
class, and B is a proportionality constant [27]. Once Tc is
found, the critical density, ρc, can be obtained from the law of
rectilinear diameters, which describes the asymmetry of the
gas–liquid binodal away from Tc,

ρl þ ρg
2

¼ ρc þAðT � T cÞ, ð27Þ

where A and ρc are determined by fitting. The coexistence
binodal is then given by

ρ ¼ ρc þAðT � T cÞ 
 BðT � T cÞβ
2

: ð28Þ

Putting together all of these results, we obtain the final phase
diagram shown in Fig. 8.
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Fig. 7 Evolution of ρl and ρg throughout the Gibbs Ensemble simulations for
various temperatures. Note that the densities converge to their coexistence
values after roughly 2 � 105 MC sweeps. Average densities are calculated
(dashed lines) after the equilibration period. These three pairs of data points
are those that appear in the final phase diagram (Fig. 8)
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4 Notes

The above procedure results in the phase diagram for a simple
globular protein as shown in Fig. 8. In what follows we discuss a
number of geometric issues and how they can be avoided, as well as
briefly mention possible ways of increasing the model complexity.

1. The tutorial preparedby Justin Lemkul can be accessed at http://
www.bevanlab.biochem.vt.edu/Pages/Personal/justin/gmx-
tutorials/umbrella/index.html

2. While the simplest method for obtaining the free energy of a
fluid is Widom insertion [4], at high densities it is more accu-
rate to use Eq. 10.

3. The parameter η is a proportionality constant chosen such that
the strengths of both restraints can be tuned by κ alone.

4. It is often not advantageous to use higher order predictor–cor-
rector formulas. These not only require a higher number of
coexistence points but also exhibit stability issues.
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Fig. 8 The T � ρ phase diagram of a patchy model of rubredoxin [7]. Blue points denote the solubility line and
are obtained by Gibbs–Duhem integration starting from the previously obtained coexistence point
(see Fig. 6b). Black points are gas–liquid coexistence points obtained from the Gibbs Ensemble simulations.
The fit to the gas–liquid binodal (gray dashed line) terminates at the resulting critical point (black star). Below
this line, the system exhibits a metastable liquid–liquid phase coexistence regime in which protein solutions
often gel in experiments. This long-lived state often precludes crystallization. The region between the
solubility line and Tc is called the nucleation zone because supersaturated solutions in this region are more
likely to produce crystals by avoiding gelation
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5. If temperature is close to the critical temperature, the small
density difference can cause the boxes to switch identity
(liquid$gas), which limits the efficacy of the approach in this
regime.

6. Because globular proteins are not actually spherical, the onset
of harsh repulsion for each contact PMF can occur at slightly
different distances. In the scheme above, the chosen particle
diameter should be the same for all contacts. The smallest
center of mass distance should then be taken as the hard sphere
diameter and the other PMFs should be translated such that
the onset of attraction coincides with that diameter.

Another problem that can arise due to deviations from
sphericity is that a simple projection of the patch position on
the sphere may not result in all patches interacting within the
relevant crystal symmetry. In this case, patch vectors and unit
cell parameters can be perturbed slightly to ensure that all bonds
are satisfied in the crystal phase. This modification is known to
have but a very limited effect on the phase diagram [28].

7. The simple patchy model described here does not capture the
phase behavior of certain proteins. Numerous enhanced patchy
models have been proposed to capture these effects. The
impact of shape anisotropy [29–31], patch mobility [32], and
the interaction potential form [33, 34] have been investigated
in the context of general self-assembly. Such features can be
considered if the microscopic properties of the protein of inter-
est suggest that more complex models are required. The appli-
cation of these features to specific protein systems is still an
open area of research.

References

1. Chen V, Davis I, Richardson D (2009) KiNG
(Kinemage, next generation): a versatile inter-
active molecular and scientific visualization
program. Protein Sci 18(11):2403–2409

2. Berendsen H, van der Spoel D, van Drunen R
(1995) Gromacs: a message-passing parallel
molecular dynamics implementation. Comput
Phys Commun 91(1):43–56

3. Case D, Cerutti D, Cheatham T III, Darden T,
Duke R, Giese T, Gohlke H, Goetz A,
Greene D, Homeyer N, Izadi S, Kovalenko A,
Lee T, LeGrand S, Li P, Lin C, Liu J, Luchko T,
Luo R, Mermelstein D, Merz K, Monard G,
Nguyen H, Omelyan I, Onufriev A, Pan F,
Qi R, Roe D, Roitberg A, Sagui C,
Simmerling C, Botello-Smith W, Swails J,
Walker R, Wang J, Wolf R, Wu X, Xiao L,
York D, PA K (2017) Amber 2017. Tech.
rep., University of California, San Francisco

4. Frenkel D, Smit B (2001) Understanding
molecular simulation: from algorithms to
applications. Academic, Orlando

5. Rovigatti L, Russo J, Romano F (2018) How
to simulate patchy particles. Eur Phys J E 41
(5):59

6. Rovigatti L, Romano F, Russo J (2018)
lorenzo-rovigatti/patchyparticles v1.0.1.
https://doi.org/10.5281/zenodo.1171695

7. Fusco D, Headd J, De Simone A, Wang J,
Charbonneau P (2014) Characterizing protein
crystal contacts and their role in crystallization:
rubredoxin as a case study. Soft Matter 10
(2):290–302

8. Berman HM, Westbrook J, Feng Z,
Gilliland G, Bhat TN, Weissig H, Shindyalov
IN, Bourne PE (2000) The protein data bank.
Nucleic Acids Res 28(1):235–242

226 Irem Altan and Patrick Charbonneau

nicoletta.gnan@cnr.it

https://doi.org/10.5281/zenodo.1171695


9. Bönisch H, Schmidt C, Bianco P, Ladenstein R
(2005) Ultrahigh-resolution study on Pyro-
coccus abyssi rubredoxin. I. 0.69 Å X-ray struc-
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Chapter 16

Binding Free Energies of Conformationally Disordered
Peptides Through Extensive Sampling and End-Point
Methods

Matthew G. Nixon and Elisa Fadda

Abstract

The ability to obtain binding free energies from molecular simulation techniques provides a valuable
support to the interpretation and design of experiments. Among all methods available, the most widely
used equilibrium free energy methods range from highly accurate and computationally expensive perturba-
tion theory-based methods, such as free energy perturbation (FEP), or thermodynamic integration (TI),
through end-point methods, such as molecular mechanics with generalized Born and surface area solvation
(MM/GBSA) or MM/PBSA, when the Poisson–Boltzmann method is used instead of GB, and linear
interaction energy (LIE) methods, to scoring functions, which are relatively simple empirical functions
widely used as part of molecular docking protocols. Because the use of FEP and TI approaches is restricted
to cases where the perturbation leading from an initial to final state is negligible or minimal, their
application to cases where large conformational changes are involved between bound and unbound states
is rather complex, if not prohibitive in terms of convergence. Here we describe a protocol that involves the
use of extensive conformational sampling through molecular dynamics (MD) in combination with
end-point methods (MM/GB(PB)SA) with an additional quasi-harmonic entropy component, for the
calculation of the relative binding free energies of highly flexible, or intrinsically disordered, peptides to a
structured receptor.

Key words Binding free energy, MM/GBSA, Protein–protein interactions, Intrinsically disordered
proteins, Prestructuring, Molecular recognition, Conformational sampling, Molecular dynamics

1 Introduction

Conformational disorder is now widely recognized as an essential
functional trait of many proteins [1, 2]. In apparent contrast with
the structure–function relationship, high conformational flexibility,
or intrinsic disorder, can facilitate different biomolecular roles
[3, 4]. For example, the degree of conformational disorder can
contribute to modulate the binding affinity in protein–protein
interactions (PPI) as a direct consequence of the nonnegligible
entropic penalty associated to the restriction of the conformational
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degrees of freedom upon binding. This trademark feature makes
intrinsically disordered protein (IDP) regions ideal counterparts in
transient and reversible PPIs, thus essential players in signaling and
regulatory pathways [1, 5, 6] and as scaffolding proteins, coordi-
nating the reversible formation of macromolecular assemblies
[4, 7].

The high flexibility characterizing IDP regions does not
directly or necessarily translate into a complete lack of structure.
Indeed, from a structural biology perspective, any system that
undergoes conformational interconversions at a timescale below
the experimental observation timeframe can be defined as confor-
mationally disordered. Recent work from our lab [8] and from
other groups [9–12] suggests that in some cases the time-averaged
overlay of quickly interconverting different prestructured motifs
embedded within random coils can appear as conformational disor-
der at higher timescales. These unstable, or short-lived, conformers
can carry 3D structural features complementary to the binding site
architecture of specific receptors [8, 13, 14], potentially function-
ing as nucleation sites in the molecular recognition process
[5, 15]. The degree of prestructuring of the unbound IDP region
can also modulate the entropic penalty upon binding [11], ranging
from a maximum penalty for a completely disordered region, where
binding is largely driven by induced fit, to a minimum penalty for an
ID region with well-defined conformational propensity, where rec-
ognition is likely based on conformational selection [16]. Recogni-
tion and binding of highly flexible motifs that also have a
nonnegligible conformational propensity will be likely based on a
combination of induced fit and conformational selection events
[15, 16].

The structural discretization of IDP conformational ensembles
can fall easily beyond the capabilities of experimental techniques,
especially in case of high structural interconversion rates and high
degrees of flexibility. Nevertheless, this is one area where comput-
ing with the extensive degree of sampling achievable nowadays can
provide a great deal of information [5]. Understanding how con-
formational disorder modulates PPI binding affinity is not a trivial
task from a simulation point of view either [17]. In principle,
monitoring the binding free energy from the molecular recognition
stage through a partial or complete folding-in-place pathway is
possible by atomistic simulations [18], but, because the reaction
coordinate is not usually known or obvious, it is extremely demand-
ing in terms of computational resources. Also, because of the
structural instability of IDP targets, highly accurate binding free
energy calculations based on perturbation theory are very difficult,
if not impossible, to converge. The free-energy calculation
approach we describe here involves the combination of (1) extensive
sampling viaMD simulations, aimed at identifying the IDP regions’
residual structural propensity/degree of disorder, with (2) end-
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point free energy calculation methods, more specifically the molecu-
lar mechanics (MM) generalized Born (GB), or Poisson–Boltz-
mann (PB), solvent accessible surface area (SASA), widely known
as MM/GBSA (MM/PBSA) for short [19, 20], with an additional
(3) entropic contribution calculated based on the quasi-harmonic
approximation [21, 22]. This approach represents a valuable alter-
native for the calculation of relative binding affinities of PPIs
involving IDPs, as it is both feasible in terms of computational
resources and informative in terms of accuracy.

1.1 Part 1: Extensive

Sampling

The extensive sampling via MD simulations can be either achieved
through multiple parallel and independent conventional trajec-
tories or through enhanced sampling schemes, such as replica
exchange [23], the choice of which method depending on the
specific system at hand. This step is aimed at identifying stable
conformers or lack thereof within the conformational ensemble of
the ID peptide in its free and bound state. This information helps us
to (a) characterize the peptide level of disorder and (b) identify
recurrent and distinct short 3D motifs that can potentially act as
nucleation sites in the molecular recognition process. Furthermore,
converged MD simulations of the free peptide in solution are
essential to calculate correctly the entropic contribution to the
binding free energy. MD simulations of the bound state can be
run from starting structured based on structural data, that is, NMR
or X-ray when available, or from a set of different (potential)
“recognition complexes” generated either by molecular docking
or by structural alignment of the short 3D motifs, identified by
clustering analysis of the MD trajectories of the free peptide.

1.2 Parts 2 and 3:

Free Energy

Calculations

Within the MM/GBSA (MM/PBSA) approximation the binding
free energy is determined as

ΔGMM=GB PBð ÞSA
bind ¼ ΔH MM

gas þ ΔGGB PBð ÞSA
solv ð1Þ

where each contribution is time averaged over the MD trajectory
obtained for the complex. The enthalpic term is obtained directly
from a force field-based evaluation of the potential energies, while
the second term represents the solvation free energy as the sum of a
polarΔGGB PBð Þ

electr and of a nonpolarΔGSA
nonp contribution.ΔG

GB PBð Þ
electr is

obtained by solving the generalized Born (GB), or the Poisson–-
Boltzmann (PB), equations, andΔG SA

nonp from a linear equation that
depends on the solvent accessible surface area [19, 20, 24]. Because
end-point free energy calculations are based on a thermodynamic
cycle linking an “initial state” where both receptor (R) and ligand
(L) are unbound (R + L), to a “final state” where R and L are bound
in a complex (RL), ideally theΔGMM=GB PBð ÞSA

bind term should represent
an average over three separate MD trajectories, two for the
unbound isolated species (R and L), and one for the complex
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(RL). For practical reasons this is rarely (if ever) done, and the
calculation is an average based on a single MD trajectory of the
complex [20], which is a fair approximation when both R and L are
conformationally restrained structures, although it is not a safe bet
in general [25]. Extensive sampling were large structural changes
are explored and taken into account and that allows for conforma-
tional convergence, minimizes the limitations of the method when
flexibility is, or can be, an issue. Because of the conformational
disorder of the system at hand, we include a conformational
entropy term (ΔS PCA

conf ) in the free energy estimate, see Eq. 2, deter-
mined by a quasi-harmonic approach [21, 22]. The total binding
free energy that we calculate is then given then by,

ΔGMM=GB PBð ÞSA
bind ¼ ΔH MM

gas þ ΔGGB PBð ÞSA
solv � TΔS PCA

conf ð2Þ
where T is the absolute temperature.

1.3 Test Case Based on the approximation to the binding free energy expression
shown in Eq. 2, we show here to the case of the binding ID
peptides derived from different sequences of the nucleotide exci-
sion repair (NER) scaffolding protein Xeroderma pigmentosum
group A (XPA) [7, 26] to the excision repair cross-
complementation group 1 (ERCC1) central domain. The 14 resi-
due peptides tested correspond to the ERCC1-binding sequence
(XPA67–80) found in H. sapiens, R. norvegicus, C. lanigera, and
X. laevis. Structural data are available only for the complex between
the ERCC1 central domain and H. sapiens XPA67–80 peptide
(PDBid 2JNW) [26]. Extensive sampling of the H. sapiens
XPA67–80 peptide unbound in solution shows distinct propensity
to form a stable hairpin that closely resembles the bound confor-
mation [27, 28], see Fig. 1. The technical details on the methods
used to perform these calculations are described in the following
sections.

2 Materials

All simulations were carried out at 300 K with AMBER99SB-
ILDN [29] to represent the protein atoms and counterions, and
the TIP4P-Ew model [30] to represent water molecules. Counter-
ions were added to neutralize the total electrostatic charge. For a
brief discussion on the force field’s choice seeNote 1. In the specific
study case presented here, conformational sampling has been
achieved by means uncorrelated conventional MD simulations
run in parallel. All calculations were run with GROMACS v. 4.6.3
[31] (GMX) and with Amber v.12 [32]. Computational resources
were provided by the Irish Centre for High-End Computing
(ICHEC). All calculations were run on the ICHEC supercomputer
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fionn “Thin” partition, an SGI ICE-X system of 320 nodes, where
each node has 24 core 2.4 GHz Intel Ivy Bridge processors, 64 GiB
of RAM and an FDR InfiniBand network adaptor. Minimization
and initial 500 ps equilibration steps in the NVTandNPTensemble
were carried out using two nodes (i.e., 48 cores). All further
equilibration steps and production simulations were run on four
nodes (i.e., 96 cores). We estimated that the final cost for all MD
simulations in this project reached approximately 1,000,000 cpu
hours. For visualizations and analysis we have used the Visual
Molecular Dynamics (VMD) software [33].

3 Methods

The following protocol was used to set up and run the MD simula-
tions of both the ligand unbound in solution (i.e., the free ID
peptide) and the complex.

3.1 MD Simulation

Protocol

1. Receptor/ID-peptide complexes. A pdb file of complex can be
obtained from either from structural data, when available, in
our case the 2JNW PDBid corresponds to the NMR structure
of the XPA67–80 (H. sapiens) in complex with ERCC1. Alterna-
tively, a structure file can be obtained from the structural
alignment of the short 3D motifs identified from the MD

Fig. 1 Structural alignment of the XPA67–77 peptide (H. sapiens) in the bound conformation, shown in red
(PDBid 2JNW) [26] and the highest populated conformers obtained from ten parallel MD runs of the peptide
unbound in solution for a cumulative simulation time of 10 μs [27, 28]. The coloring scheme corresponds to
the XPA67–77 peptide sequence
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simulations of the free peptide to an existing complex. This is
the method we used to obtain the complexes between ERCC1
and the XPA67–80 from X. laevis, C. lanigera, and
R. norvegicus. In the absence of structural information on the
complex an alternative option can be to use molecular docking.

2. Unbound ID peptides. Because there is no (or sparse and unde-
termined) structural data for ID protein regions, as a starting,
unbiased conformation of the MD simulations of unbound
peptides, we considered fully extended conformations. Note:
all starting pdb files should not contain hydrogen atoms.

3. The pdb file is converted to a gro format and select
AMBER99SB-ILDN as the protein force field and TIP4P-Ew
as the water force field to produce the topology file,

> pdb2gmx -f complex.pdb -o complex.gro

4. Generate a periodic box with sides at a minimum distance from
the complex of 1.2 nm. This value depends on the size of the
system at hand and the chosen cut-off values of long range
interactions. A rhombohedric dodecahedral simulation box
minimizes the number of water molecules included in the
calculation.

> editconf -f complex.gro -o complex_box.gro -c -d 1.2 -bt

dodecahedron

To add the explicit solvent,

> genbox -cs tip4p.gro -cp complex_box.gro -o complex_solv.gro

-p topol.top

5. The following two commands generate a GMX-type topology
file (.tpr) that is the input for the genion tool to add enough
counterions to reach neutrality, in the example below three Na+

and no Cl� have been added. Ionic strength can be adjusted at
this stage to reach the desired counterion concentration.

> grompp -f ions.mdp -c complex_solv.gro -o ions.tpr -p

topol.top

> genion -s ions.tpr -o complex_ions.gro -p topol.top -pname

NA -nname CL -np 3 -nn 0

6. At this point the system is solvated and neutralized and ready
for the setup stage of theMD simulation. The first step involves
an energy minimization of the positions of the solvent, ions,
and hydrogen atoms, with all protein heavy atoms restrained.
The application of position restraints is turned on by the
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statement -define -DPOSRES flag at the very top of the .mdp
input file. This flag calls the posre.itp restraints file, which was
generated earlier at step 2. Our energy minimizations were
carried out through 500,000 steps of steepest descent, with a
force-based convergence threshold of 100 kJ/mol/nm. Long
range electrostatics were represented through periodic bound-
ary conditions within the particle mesh Ewald (PME) frame-
work, with order 6 and a cutoff of 1.2 nm. van der Waals
interactions were calculated using a cutoff method, with a
cutoff value of 1.2 nm. All hydrogen bonds were constrained
using the LINCS [34] approach with order 12. The energy
minimization is initiated with the following set of commands,

> grompp -f min_steep.mdp -c complex_ions.gro -o min_steep.

tpr -p topol.top

> mdrun -s min_steep.tpr -deffnm min_steep.

7. After minimization we carried out an equilibration of 500 ps in
the NVT ensemble restraining the position of all solute heavy
atoms. This step is aimed at filling out potential volumes with
low solvent density. To integrate the equation of motion we
used a leap-frog stochastic dynamics (sd) integrator, with a
friction coefficient corresponding to the inverse of tau-t equal
to 0.1 ps, where tau-t is the time constant for coupling. The sd
integrator was set to maintain a target temperature of 300 K.

> grompp -f nvt.mdp -c min_steep.gro -o min_steep.tpr -p

topol.top

> mdrun -s nvt.tpr -deffnm nvt

8. A second restrained equilibration of 500 ps follows, this time in
the NPT ensemble, with a Berendsen barostat set to a target
pressure of 1 bar.

> grompp -f npt.mdp -c nvt.gro -o npt.tpr -p topol.top

> mdrun -s npt.tpr -deffnm npt

9. Now that the system has reached the target temperature of
300 K and the target pressure of 1 bar with the correct density,
the conformational equilibration stage can be started. The
specific steps depend on the system. For the receptor/ID-pep-
tide complex this stage involves three consecutive equilibration
steps of 5 ns each, first with the heavy atoms of the receptor and
the ligand backbone atoms restrained, then restraining only the
backbone atoms of ligand and receptor restrained, and finally
with the ligand atoms free and the receptor backbone atoms
restrained.
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> grompp -f eq_all_rec_lig_backbone.mdp -c npt.gro -o

eq_all_rec_lig_backbone.tpr -p topol.top

> mdrun -s eq_all_rec_lig_backbone.tpr -deffnm eq_all_re-

c_lig_backbone

For the free ID-peptide only one 5 ns equilibration step is
required, with all heavy atoms free.

10. The length of the production phase is also system dependent
and it is dictated by the structural and/or thermodynamic
parameters that are targeted. In our case, all receptor/ID-pep-
tide complexes (XPA67–80/ERCC1) were analyzed for 2 μs of
conventional MD simulations.

> grompp -f md1.mdp -c eq_rec_backbone.gro -t eq_rec_back-

bone.trr -e eq_rec_backbone.edr -o md1.tpr -p topol.top

> mdrun -s md1.tpr -deffnm md1

In case of the free ID-peptide the initial production step was
extended to 100 ns. This simulation was used uniquely to
generate ten uncorrelated snapshots that were used as starting
point of ten independent MD simulations, from which data
were collected. Each of these ten simulations was run for 1 μs.

A clustering analysis provides a strategy to analyze the
conformational propensity of the peptide during an MD tra-
jectory. Clustering organizes the whole trajectory based on
their structural similarity into separate bins, with each structure
only being placed into a single cluster. The trajectory is first
compared to a reference structure, here chosen as first NMR
structure in 2JNW by means of an index (.ndx) file that indi-
cates the XPA67–77 backbone atoms selected to run the struc-
tural comparison.

> g_rms -f X_ns.trr -n index.ndx -m rmsd.xpm -s 2JNW_nmr.pdb

We then performed clustering of the structures using the
gromosmethod [35] and a RMSD cutoff of 0.15 nm, chosen as
optimal, in terms of providing structurally distinct clusters,
after testing cutoff values in a range between 0.05 and
0.20 nm.

> g_cluster -s 2JNW_nmr.pdb -f X_ns.trr -dm rmsd.xpm -dist

rmsd_distribution.xvg -o clusters.xpm -sz cluster_sizes.xvg

-tr cluster_transitions.xvg -clid cluster_id_overtime.xvg

-cl clusters.pdb -cutoff 0.15 -method gromos -n index.ndx
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3.2 MM/GB(PB)SA

Calculations

1. The complex/peptide dynamics fromGMXwas separated from
the solvent and counterion dynamics with the with the trjconv
command trajectory files obtained from the MD production
were stripped from the solvent use to remove solvent, ions, and
periodic boundary conditions from starting gro and trr files.

> trjconv -f eq_rec_backbone.gro -s md1.trr -o md1_nopbc.trr

-c -pbc mol

2. Use trjcat to combine multiple trajectory files into one contin-
uous file. The -settime flag puts input trr files in order when
prompted.

> trjcat -f md1_nopbc.trr md2_nopbc.trr . . . mdx_nopbc.trr -o

X_ns.trr -settime

3. Load .gro file into VMD and save starting conformation for
ligand receptor and complex as .pdb files.

4. Load .trr file into VMD and save trajectory in AMBER .crd
format.

5. Prepare AMBER parameters (.prm7) and coordinate (.rst7)
files of the ligand, receptor and complex.

> tleap

> source leaprc.ff99SBildn

> ligand = loadpdb ligand.pdb

> receptor = loadpdb receptor.pdb

> complex = loadpdb complex.pdb

> saveamberparm ligand ligand.prm7 ligand.rst7

> saveamberparm receptor receptor.prm7 receptor.rst7

> saveamberparm complex complex.prm7 complex.rst7

6. Use the MMPBSA.py script to perform MMGBSA. This pro-
duces an output file that provides you with an average of the
free energy over the whole simulation trajectory.

>$AMBERHOME/exe/MMPBSA.py -O -i mmgbsa.in -o mmgbsa.dat -cp

complex.prm7 -rp receptor.prm7 -lp ligand.prm7 -y X_ns.crd

7. Extract the values for the van der Waals contribution (VDW),
the electrostatic energy (EEL), the electrostatic contribution to
the solvation free energy calculated by GB (or PB) (EGB) and
the nonpolar contribution to the solvation free energy calcu-
lated by an empirical model (ESURF) from output files using
the ‘grep’ bash command for ligand, receptor and complex.
For further information on ESURF, please see Note 3.
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8. The free energy values, shown in Table 1 and plotted in Fig. 2
in function of the simulation time, are obtained from the sum
of these contributions calculated for ligand and the receptor
separately, minus the sum of the contributions for the complex.

3.3 Conformational

Entropy

Principal component analysis (PCA) can be carried out using GMX.
In the PCA calculation the motion of the ligand is divided into a set
of independent eigenvectors using g_covar. This calculation
removes the overall rotational and translational modes, leaving
only the vibrational modes, then the total entropy of the system is
calculated, see Table 2, and added to the component from the
MM/GBSA calculation shown in Table 1.

3.3.1 Determination

of the Entropy Term

of Ligand Bound

to Receptor

1. Create an index file, using make_ndx, corresponding to the
backbone of the ligand molecule.

> make_ndx -f ligand.pdb -o index.ndx

Table 1
Average binding free energy after convergence of the MD trajectories, see Notes 2 and 3 for details

C. lanigera H. sapiens X. laevis R. norvegicus

ΔGMM/GBSA �49.1 � 3.5 �40.7 � 4.3 �41.9 � 4.5 �42.7 � 4.3

ΔGMM/PBSA �47.9 � 4.4 �40.2 � 5.5 �40.8 � 4.9 �40.5 � 4.7

All values are in kcal/mol, errors are calculated as standard deviations

-32

-37

-42

-47

-52

-57

0 200 400 600 800 1000

Time (ns)

en
er

gy
 (

kc
al

/m
ol

)

1200 1400 1600 1800 2000

Fig. 2 Total MM/GBSA binding free energy values corresponding to the three different XPA67–80 sequences,
namely, C. lanigera (in blue), H. sapiens (in yellow), X. laevis (in orange), and R. norvegicus (in green)
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2. Use g_covar to diagonalize the covariance matrix. When
prompted to select a group for least square fits and covariance
analysis choose the group created above. This produces an
output file of the eigenvectors as a trajectory file (eigenval.xvg).

> g_covar -s eq_rec_backbone.gro -f X_ns.trr -n index.ndx

3. Use g_anaeig to determine the conformational entropy.
g_anaeig will use eigenval.xvg as an input implicitly but if this
saved under another name the -v flag can be used to specify the
name of the eigenvector file. g_anaeig along with the -entropy
and -temp flags will print out the total conformational entropy
at a specified temperature using quasi-harmonic formula and
Schlitter’s method [22].

> g_anaeig -s eq_rec_backbone.gro -f X_ns.trr -entropy -temp

300 > entropy.txt

3.3.2 Determination

of Total Entropy of Ligand

Free in Solution

1. As described in the MM/GBSA method section, generate a
single continuous trajectory for each snapshot and repeat steps
2 and 3.

4 Notes

1. The optimal choice of force field for molecular simulations is an
ongoing debate, and even more so in the case of simulations of
IDPs [36, 37]. In the specific case of the XPA68–80 peptide the
choice of AMBER99SB-ILDN/TIP4P-Ew has been proven as
suitable. However, as for all other force fields, we are aware of
its limitations and invite the users to make their own choice
based on the literature and in-house testing.

2. The simulation needs to be long enough in order for the
system to reach convergence. We found that for the system
examined here a 2 μs trajectory for the receptor–ligand com-
plex is sufficient. Convergence was measured using RMSD
average correlation (RAC), see Fig. 3. The free energy calcula-
tion is carried out after the system has reached convergence; all

Table 2
Conformational entropy contributions calculated through the quasi-harmonic approximation
implemented in GMX v. 4.6.5

C. lanigera H. sapiens X. laevis R. norvegicus

TΔS �30.3 � 3.6 �14.3 � 5.5 �17.9 � 4.7 �20.1 � 5.4

All values are in kcal/mol, errors are calculated as standard deviations
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systems appeared to have reached convergence after 600 ns.
However, based on the binding free energies it appears that the
systems are not converged at this time. To ensure the systems
are fully convergence the free energy was calculated beginning
at 1 μs.

3. We also performed MM/PBSA and found that the polar solva-
tion component using the PB equation agreed within�3 kcal/
mol of the GB values; however, the nonpolar contribution is
calculated differently for MM/PBSA compared to MM/GBSA
[38]. This difference is approximately 30 kcal/mol. This dis-
crepancy in the nonpolar solvation term reduced the binding
free energy to almost zero in the MM/PBSA methodology.
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Chapter 17

Atomistic Simulation Tools to Study Protein
Self-Aggregation

Deniz Meneksedag-Erol and Sarah Rauscher

Abstract

Aberrant aggregation of proteins into poorly soluble, toxic structures that accumulate intracellularly or
extracellularly leads to a range of disease states including Alzheimer’s, Parkinson’s, Huntington’s, prion
diseases, and type II diabetes. Many of the disease-associated amyloidogenic proteins are intrinsically
disordered, which makes their experimental investigation challenging due to a limited number of experi-
mental observables to effectively characterize their ensemble of conformations. Molecular dynamics simu-
lations provide dynamic information with atomistic detail, and are increasingly employed to study
aggregation processes, offering valuable structural and mechanistic insights. In this chapter, we demon-
strate the use of all-atom molecular dynamics simulations to model the self-aggregation of a six-residue
amyloidogenic peptide derived from amyloid β, a 39–43 residue-long peptide associated with the patho-
genesis of Alzheimer’s disease. We provide detailed instructions on how to obtain the initial monomer
conformations and build the multichain systems, how to carry out the simulations, and how to analyze the
simulation trajectories to investigate the peptide self-aggregation process.

Key words Protein self-aggregation, Alzheimer’s disease, Amyloid β, Intrinsically disordered pro-
teins, Molecular dynamics simulations

1 Introduction

Protein aggregation is the assembly of misfolded proteins, unfolded
proteins or folding intermediates into energetically stable insoluble
structures. Aberrant aggregation behavior, that is the accumulation
of “toxic” aggregates intracellularly and/or extracellularly [1, 2], is
associated with a number of disease states including systemic amy-
loidoses [3]; neurodegenerative disorders such as Alzheimer’s, Par-
kinson’s, Huntington’s, and spongiform encephalopathies [3, 4];
and other localized diseases such as type II diabetes [3, 5]. In
addition, aggregates of the tumor suppressor protein p53 have
been observed in vitro and have been proposed to inactivate the
wild-type p53 function [6–8]. In vivo aggregation of p53 has
recently been linked to chemoresistance in high-grade serous
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ovarian carcinoma [9]. From a pharmaceutical standpoint, the fact
that aberrant aggregation has a wide range of pathogenic conse-
quences makes it particularly important to study the mechanistic
and structural details of aggregate formation.

The pathology of the protein aggregation diseases typically
presents amyloid fibrils, which are enriched in β-sheet structures.
Although the mature fibrils could be toxic contingent on the type
of the amyloid disease [10], the early oligomeric states have been
identified as the primary source of toxicity [11–14]. Toxicity has
been proposed to originate from the undesired interactions of the
aggregates with cells, mainly with cellular membranes, followed by
disruption of membrane integrity [15, 16]. Interestingly, the for-
mation of toxic amyloid structures is not specific to disease-related
amyloidogenic proteins. Proteins without any known disease asso-
ciation, such as the SH3 domain of bovine phosphatidyl-inositol-
30-kinase (PI3-SH3) and acylphosphatase, were demonstrated to
form fibrils [17, 18], which led to the proposal that the formation
of amyloid fibrils is a common feature of polypeptide chains, depen-
dent on the environmental conditions [18].

The propensity to aggregate, on the other hand, is multifacto-
rial in origin and dependent on amino acid sequence as well as a
combination of environmental factors such as temperature [19],
pH, and solution ionic strength [20, 21]. An alternating sequence
of polar and nonpolar amino acids has been shown to favor the
formation of β-strands, as well as fibrils [22]; the latter attributed to
the need for stabilizing the amphiphilic β-strands via interstrand
hydrogen bonds and burial of hydrophobic segments away from
the aqueous phase by assembling into a more ordered structure
[23]. β-Aggregation does not appear to have a strong preference for
particular amino acids, provided a certain level of hydrophobicity
and/or neutral charge is maintained within the structure [24, 25];
the formation of amyloid fibrils is more sequence-selective, albeit
more permissive to the inclusion of polar and charged amino acids
[24]. In this context, an extensive sequence comparison between a
wide range of elastomeric and amyloidogenic peptides has shown
that high combined content of proline and glycine, as seen in
elastomeric proteins, precludes the formation of amyloid-like
structures [26].

Amyloidogenic proteins associated with several diseases are
intrinsically disordered. Examples to this include α-synuclein
(α-syn, Parkinson’s and Alzheimer’s), amyloid β (Aβ, Alzheimer’s),
prion (spongiform encephalopathies), amylin (type II diabetes),
and p53 (cancer) [3, 27]. Intrinsically disordered proteins (IDPs)
inherently lack fixed, folded structures; instead, they exchange
between a multitude of conformational states. The fact that IDPs
have an ensemble of structures makes it particularly challenging to
obtain structural descriptions of their aggregates during different
stages in the aggregation process. Experimental techniques such as
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nuclear magnetic resonance (NMR), small-angle X-ray scattering
(SAXS), circular dichroism (CD), and fluorescence spectroscopy
provide structural information about the aggregates [28]. How-
ever, these techniques have limitations in investigating the dynam-
ics of aggregation due to a limited number of observables measured
over large conformational ensembles. Molecular dynamics
(MD) simulations can provide dynamic information with atomistic
detail, and bridge the gap in interpreting the experimental obser-
vables by means of a molecular model [29]. In an MD simulation,
the motions of atoms are modeled with classical molecular mechan-
ics; bonded and nonbonded interactions are defined with a set of
parameters along with a functional form of the potential energy; the
energy function and the parameters are together termed the force
field. The accuracy of empirical force fields in reproducing the
experimentally determined structural properties of IDPs has been
the subject of intense investigation (see [30–35] for selected stud-
ies). In a recent systematic force field comparison by Rauscher et al.,
conformational ensembles of IDPs were reported as highly sensitive
to the force field of choice; CHARMM22∗ performed the best in
reproducing the experimentally determined structural ensembles of
IDPs, while CHARMM36 exhibited a bias toward a left-handed
α-helix structure, inconsistent with NMR and SAXS data
[34]. These findings led to a refined CHARMM36 force field,
CHARMM36m, which shows improved conformational sampling
of IDP backbones [36].

The time scale needed to study early aggregation events with
MD simulations is typically within the range of a few to tens of
microseconds, while more complex processes such as formation of
higher order aggregates or interaction of aggregate structures with
membranes require time scales at least one or two orders of magni-
tude higher. Thus, a variety of different techniques have been
exploited to overcome the challenges in simulating complex aggre-
gation processes. These include enhanced sampling techniques
such as replica exchange MD (REMD) and metadynamics;
and/or varying levels of representation, such as coarse-graining
(CG) or implicit solvent. A list of selected modeling studies is
given in Table 1, demonstrating the diversity in the simulation
methods, level of representation, and force field combinations
used to model protein aggregation.

In efforts to find therapeutic strategies for the treatment and
prevention of amyloid diseases, a thorough understanding of the
structural and mechanistic details of protein aggregation is crucial.
By means of different levels of representation and sampling techni-
ques, simulations can provide insights into several aspects of the
protein aggregation process ranging from the structural basis of
oligomerization (e.g., formation and arrangement of β-strands in
the aggregates) to mechanistic details of aggregation, (e.g., mecha-
nism of β-sheet extension, fibril nucleation, fibril elongation). For
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example, based on the results of all-atom REMD simulations of
16 Aβ37–42 peptide chains in explicit water, Nguyen and Derreu-
maux [40] suggested that hydrophobic collapse of the random coils
initiates the aggregation process, followed by the formation of
highly dynamic aggregates enriched in both parallel and antiparallel
β-strands. The aggregated system at equilibriumwas observed to be
dominated by larger aggregates ranging from a 14-mer to a
16-mer. Free monomers and smaller aggregates comprising 2- to
3-mers were also observed.

In this chapter, we describe the use of all-atomMD simulations
to study the oligomerization of a six-residue fragment of the intrin-
sically disordered Aβ peptide (KLVFFA, Aβ16–21). Aβ16–21 contains
the central hydrophobic region of the full-length Aβ peptide,
LVFFA—a region of critical importance in the formation of fibrillar
structures [47]. Previous studies have shown that microcrystals of
Aβ16–21 possess an antiparallel β-strand arrangement; at 200 μM
concentration in phosphate buffered saline (PBS), fibrils formed
from Aβ16–21 were detected by electron microscopy after 5 days of
incubation [48]. Here, we provide detailed instructions on how to
obtain initial monomer conformations of Aβ16–21 and build/simu-
late the multichain aggregated system, along with representative
analyses to characterize the structure and dynamics of peptide self-
aggregation.

2 Methods

2.1 Obtaining the

Initial Conformations

of Single Peptide

Chains

1. Experimentally resolved structures of folded proteins/peptides
can be found in the Protein Data Bank (PDB, http://www.
rcsb.org). Intrinsically disordered peptides, on the other hand,
require structure generation from scratch, which could be done
with software such as the UCSF Chimera program [49]. We
generate an initial structure in this case with φ and ψ angles
corresponding to an α-helix structure (see Note 1), which was
chosen to eliminate any conformational bias toward the forma-
tion of a β-strand. After saving the coordinates in PDB format,
the generated PDB file can be loaded into any molecular visu-
alization program such as VMD [50]. The starting structure of
the KLVFFA peptide is shown in Fig. 1.

2. All simulations reported in this chapter are carried out using
GROMACS version 2016.3 [51]; we outline the steps involved
in the simulation setup and analysis using the built-in programs
of the GROMACS package. To prepare the initial structure of
the peptide and generate the initial topology, the “gmx
pdb2gmx” tool of GROMACS can be invoked from the com-
mand line as follows:
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gmx pdb2gmx -f KLVFFA.pdb -o init.gro -p init.top -ignh -ter -v

Executing the command above will prompt interactive
selections for the force field, water model, and termini caps
(see Note 2). Here, the CHARMM36m force field [36], and
CHARMM-modified TIP3P model [52] are used as the force
field and water model, respectively, and the peptide is capped
by neutral groups on both ends (–NH2 at the N-terminus and
–COOH at the C-terminus).

3. Step 2 generates a structure file, init.gro, and a system topol-
ogy file, init.top. To set up the simulation box for the initial
structure, the following command can be executed from the
command line:

gmx editconf -f init.gro -o editconf.gro -c -d 1.5 -bt

dodecahedron

Here “gmx editconf” takes the input structure init.gro, and
centers it in a rhombic dodecahedron box with a 15 Å distance
to the box edge on all sides (see Note 3).

4. With the simulation box set up, the peptide is now ready for
solvation. To do so, the “gmx solvate” tool can be invoked by
the following command:

gmx solvate -cp editconf.gro -cs spc216 -o solvate.gro -p

init.top

gmx solvate reads the coordinates of the peptide and box
information from the structure file editconf.gro and takes
the coordinates of the solvent from the spc216.gro in GRO-
MACS’ library. Upon solvation, the topology is updated (with

Fig. 1 The initial structure of the KLVFFA peptide rendered using VMD [50]. The
color coding indicates the residue type: K, orange; L, pink; V, red; F, cyan; A, blue
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the -p flag) to include the number of water molecules in the
structure file.

5. The non-zero charge of the system can be neutralized with the
addition of counterions, Na+ and Cl�. Here, the ion concen-
tration is set to match the physiological salt concentration of
150 mM using the “gmx genion” tool by executing the follow-
ing two commands (see Note 4):

gmx grompp -f em.mdp -c solvate.gro -p init.top -o solvate.

tpr

gmx genion -s solvate.tpr -o solvate_genion.pdb -p init.top

-neutral -conc 0.15

6. Energy minimization is carried out using the steepest descent
algorithm; seeNote 5 for the details of the run parameters used
for minimizing the system. The run input file for the minimi-
zation is generated with “gmx grompp” as follows:

gmx grompp -f em.mdp -c solvate_genion.pdb -p init.top -o

em.tpr

The minimization is run with the following command:

gmx mdrun -s em.tpr

The resulting structure of the minimization process is a
geometry optimized structure at the nearest local minimum.

7. To generate a pool of alternate conformations of the peptide
chain in solution, one approach is to carry out high tempera-
ture simulations. Thermal denaturation is an effective way to
sample a wide range of conformational states without the need
for extensive computational power; it has been mostly adopted
to study the protein unfolding processes (for example works see
[53–55]). Here, to sample different conformational states of
the single peptide chain, we carry out three independent,
50 ns-long simulations of the peptide in explicit water at
450 K in the NVT ensemble, started directly from the
energy-minimized conformation. See Note 6 for the run para-
meters (md_NVT.mdp) used for these simulations; the follow-
ing are brief explanations on selected parameters with the
corresponding mdp options given in parentheses: A time step
(dt) of 2 fs is used. Periodic boundary conditions (pbc) are
applied. The short-range electrostatic interactions and van der
Waals interactions are calculated with a cutoff of 0.95 nm
(rcoulomb and rvdw, respectively). Long-range electrostatic
interactions (coulombtype) are evaluated using particle-mesh
Ewald summation [56] with 0.12 nm grid spacing
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(fourierspacing) and a fourth order interpolation (pme_order).
The Verlet cutoff scheme (cutoff-scheme) is used for neighbor
searching. The bonds involving hydrogen atoms (constraints)
are constrained using the LINCS algorithm (constraint_algo-
rithm) [57]. Water molecules are constrained using the SET-
TLE algorithm [58] (see Note 7). The temperature is
maintained at 450 K (ref_t) using the velocity rescaling ther-
mostat (tcoupl) [59].

8. The simulations reported here are carried out with MPI paral-
lelization by invoking “gmx_mpi mdrun” (see Note 8). The
“gmx tune_pme” tool was used to determine the number of
PME nodes for optimal performance.

9. Upon completion of the three independent runs, the trajec-
tories are corrected for periodic boundary conditions (seeNote
9) and concatenated (see Note 10). Using the “gmx trjconv”
tool, conformations of the peptide at each frame can then be
saved. Here, from a trajectory of 150 ns in total, 15,000 con-
formations are extracted.

10. From this pool of 15,000 conformations, a subset should then
be selected at random to build the aggregate simulations. Four-
hundred peptide single chain conformations (shown in the left
panel of Fig. 2) are randomly chosen out of 15,000 structures.

Fig. 2 General protocol to build the multichain systems. (Left) 400 conformations
of the single KLVFFA peptide chain selected randomly from three independent
high temperature simulations of 50 ns. (Middle) 50 multichain systems are built
by placing eight random single chains on a 2 � 2 � 2 grid, and the systems are
placed in a rhombic dodecahedron simulation box with a 15 Å distance to the
box edge on all sides. (Right) One of the five conformations with a simulation box
volume closest to 555 nm3, selected out of 50 multichain systems
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2.2 Building the

Multichain System

1. The multichain systems studied in this chapter are composed of
eight single peptide chains. It should be noted that for a
multichain system comprising a different number of single
peptide chains, these selections will differ; thus, the following
steps should be taken as a general guide.

The first step in building the multichain systems is to place
and center each randomly selected peptide chain in a rhombic
dodecahedron box with 1 Å distance to the box edge on all
sides with “gmx editconf”.

2. Eight randomly chosen simulation boxes (each with one pep-
tide) are then concatenated into one structure file. Using the
“gmx genconf” tool, these simulation boxes are placed on a
2 � 2 � 2 grid (specified with the -nbox flag) by executing the
following command:

gmx genconf -f frame${framenumber}_editconf.gro -trj

conf_8.gro -o conf_8_rd.gro -nbox 2 2 2

See Note 11 for brief descriptions of the structure files
mentioned in the command above.

3. The multichain system is then centered in a rhombic dodeca-
hedron box with a 15 Å distance to all box edges by invoking
“gmx editconf”; the unit cell dimensions and box volume
information are recorded to determine the peptide
concentration.

4. Steps 2 and 3 are repeated until 50 multichain systems are
built. For the sake of comparing systems with similar peptide
concentrations, multichain systems possessing the unit cell
dimensions/box volumes closest to one another (and to the
desired concentration) are selected for further simulations
(illustrated in the middle and right panels of Fig. 2). Here,
among the 50 multichain configurations, five systems with
similar box volumes (~555 � 5 nm3) are chosen for further
runs. See Note 12 for the structure file of one of the selected
multichain systems. The peptide concentration is ~24 mM
based on an average volume of 555 nm3 for each
simulation box.

2.3 Equilibration of

the Multichain

Systems and

Production Runs

1. Each multichain system should be minimized and equilibrated
prior to production runs. Here, the multichain systems are
subjected to a two-step equilibration at 1 bar and 298 K in
the NPT ensemble; first for 10 ns using Berendsen pressure
coupling [60], followed by 10 ns using the Parrinello–Rahman
barostat [61]. The steps to follow for the preparation of the
input files for the equilibration runs are the same as steps 4–6
in Subheading 2.1 above. One important difference is the
preparation of the system topology. To prepare the correct
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topology of the multichain system, the topology of the single
peptide chain is manually modified by deleting the lines speci-
fying the number of solvent molecules (SOL) and counterions
(NA, CL) and changing the number of molecules to “8” in the
“Protein_chain_A” line. See Note 13 for the details of the
topology of the multichain systems. See Note 14 for the run
parameters used in the NPT equilibration steps.

2. The resulting structure from the secondNPTequilibration step
is the input structure for the production runs in the NPT
ensemble using the Parrinello–Rahman barostat (1 bar and
298 K). See Note 15 for the run parameters used in the long
NPT simulations. Here, each multichain system is simulated for
900 ns, for a total sampling time of 4.5 μs for the five indepen-
dent systems.

2.4 Trajectory

Analysis

Below are some examples of the types of analysis that can be carried
out using the GROMACS built-in tools to investigate the self-
aggregation of the KLVFFA peptide. The following analysis repre-
sents some of the metrics to assess the sampling and convergence of
the aggregation simulations.

1. To monitor the hydrogen bonds formed between the peptide
chains throughout the course of the simulations, “gmx hbond”
can be invoked by executing the following command and,
when prompted, selecting “protein” for the two groups to
carry out the analysis:

gmx hbond -s md.tpr -f traj_comp.xtc

The output of this analysis is an xvg file containing the total
number of peptide–peptide hydrogen bonds at each time
frame. Figure 3 shows the number of hydrogen bonds per
residue, XHB, for the five multichain systems. The curves are
plotted separately to monitor the convergence of the five inde-
pendent simulations. As is evident from the lack of a plateau,
the simulations have not converged within the simulation time
(900 ns). Given that oligomerization events require time scales
of a few to tens of microseconds, these simulations should be
run for much longer in order to obtain adequate sampling.

2. The peptide self-aggregation dynamics can be investigated by
monitoring the oligomer size throughout the simulations with
the GROMACS tool “gmx clustsize” by executing the follow-
ing command (see Note 16):

gmx clustsize -s md.tpr -f MC1-traj_comp.xtc -n MC1-prot_

only.ndx
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The number of clusters formed and the maximum number
of peptide chains the clusters contain are plotted in Fig. 4a, b,
respectively. The number of clusters display a decreasing trend
in the early stages of the simulations and fluctuate around 1–3
clusters within the last 400 ns. The corresponding number of
peptide chains forming the clusters, on the other hand, tends to
increase and fluctuates around 6–8 peptides within the last
400 ns, indicating the formation of a larger oligomer. How-
ever, the largest oligomer (comprising eight peptide chains) is
not stable and has a transient lifetime, i.e., it either spontane-
ously disassembles into smaller size oligomers or decreases in
size by losing a peptide chain or two, seen as sudden changes in
both the number and the size of the aggregates observed along
the trajectory. To obtain converged populations of the different
cluster sizes, much more extensive simulations would be
necessary.

3. As the formation of β-sheet structures are of interest in the
oligomerization of amyloid forming proteins/peptides, one
can visually examine the simulation trajectory with a molecular
visualization software such as VMD [50] to monitor the
changes in the secondary structure content (see Note 17).
Figure 5 illustrates the formation of β-sheet structures in one
of the multichain systems.

4. To assess the secondary structure content of the aggregates
quantitatively, we use the DSSP algorithm [62]. The “gmx
do_dssp” tool can be invoked as follows:

gmx do_dssp -f MC1-traj_comp.xtc -s md.tpr -o ss.xpm -sc

ss.xvg

Fig. 3 The number of hydrogen bonds per residue, XHB, for the five multichain
systems. The average of five systems is shown in black. XHB is calculated every
100 ps, and the running average over every 25 data points is plotted. Each
system is colored individually
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An interactive selection will be prompted for the selection
of a part of the system (i.e., protein) to run the DSSP algorithm
[62]. Figure 6 depicts the running average of the fraction of
residues assigned to β-sheet and β-bridges or turns. The aggre-
gate’s β-sheet and β-bridge content generally increases as the
simulations progress (with the exception of system 3 where the
fraction of residues possessing β-sheet and β-bridge structures
decreases significantly between 350–500 ns). Turns are signifi-
cantly less populated and the probability of their formation
tends to decrease after 750 ns.

Fig. 4 Time evolution of the (a) number of clusters, (b) maximum number of
peptide chains within the clusters. The data is obtained at every 100 ps and each
system is colored individually
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The analysis presented is meant to be representative of
some of the metrics to investigate peptide self-aggregation;
there are many other properties of interest that could be exam-
ined (see for example [37, 38, 40, 43]).

By providing dynamic information in all-atom detail, MD
simulations offer invaluable insights into the structural ensem-
bles of protein aggregates and the mechanisms by which aggre-
gation takes place. With further improvements in the accuracy
of the force fields and development of more effective sampling
techniques, simulations will continue to increase our under-
standing of the protein aggregation processes and, in the long
run, facilitate drug design efforts targeting protein aggregation
diseases.

3 Notes

1. The “Build Structure” tool of UCSF Chimera can be found
under the tab Tools > Structure Editing. Selecting the “Start
Structure” from the drop-down menu and “peptide” from the
“add” section opens the “Peptide Parameters” window to
enter the peptide sequence. Upon entering the peptide
sequence, a pop-up window will open with options to specify
the backbone φ and ψ angles for different secondary structures.

2. The “gmx pdb2gmx” tool of GROMACS prepares the initial
structure further (e.g., capping of the termini, adding missing
hydrogens, selecting the protonation states of amino acids) and
generates the initial topology of the structure. GROMACS has
an assortment of force fields in its library; if one wishes to use a
different force field or modify an existing one, new/modified
<forcefield>.ff directories can be sourced from the working
directory.

Fig. 5 Changes in the secondary structure content of the aggregates observed
during the simulation of system 5
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3. The simulation box should be sufficiently large to prevent
interactions between the periodic images. A distance of
10–15 Å to the box edge on all sides is typical. However,
complex many-body systems may require larger boxes. One
should also consider that the number of solvent molecules
increase proportionally to the size of the simulation box and
thus have an impact on the computing time.

4. The “gmx genion” tool accepts input files in binary run input
file (tpr file) format. To generate the solvate.tpr file, the GRO-
MACS preprocessor program “gmx grompp” combines the

Fig. 6 The fraction of residues assigned to (a) β-sheet and β-bridge, (b) turn
structures using the DSSP algorithm [62]. The data is obtained every 1 ns, and
the running average over every 25 data points is plotted. Each system is colored
individually
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run parameter file (mdp file), the coordinates, and the topology
together. Here, the run parameters in the mdp file are irrelevant
as the resulting solvate.tpr file will not be used as an input to an
actual run. The solvate.tpr file is used as an input to “gmx
genion”. Invoking the “gmx genion” tool will prompt an
interactive selection to choose a continuous group of molecules
(e.g., solvent) to tag and replace with the counterions. With the
use of the -p flag, the topology is automatically updated to
reflect the changes in the number of solvent molecules, and to
include the number of counterions added into the system.

5. Prior to runningMD, energy minimization is necessary to relax
the system and eliminate the steric clashes between atoms. The
run parameter file used in the minimization (em.mdp) can be
found at: https://doi.org/10.6084/m9.figshare.5966872.

6. The run parameter file used in the high temperature NVT
simulations (md_NVT.mdp) can be found at: https://doi.
org/10.6084/m9.figshare.5966884.

7. Unlike the constraint algorithms for the solute (LINCS or
SHAKE) which are specified in the run parameter file, con-
straints on water molecules are set in the water topology. Water
molecules are defined to be rigid by default.

8. For detailed information on the acceleration and parallelization
in GROMACS, the reader can refer to http://www.gromacs.
org/Documentation/Acceleration_and_parallelization.

9. The visualization artifacts arising from the periodicity can be
adjusted using the “gmx trjconv” tool. The -pbc flag has a
variety of options for the type of the correction; depending
on the desired outcome, one can apply a combination of cor-
rections to the trajectory.

10. When concatenating trajectories obtained from independent
runs, the “-cat” flag can be passed onto the “gmx trjcat” to
prevent discarding the identical time frames.

11. The structure file frame${framenumber}_editconf.gro contains
a single peptide chain, conf_8.gro has eight peptide chains in
no specific arrangement, and conf_8_rd.gro has eight peptide
chains placed on a 2x2x2 grid.

12. The structure file of one of the multichain systems can be
found at https://doi.org/10.6084/m9.figshare.5975386.

13. The end of the topology file for the initial conformations of the
multichain systems should look as follows:

---–init.top (multi-chain system)---–

[molecules]

; Compound #mols

Protein_chain_A 8
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This topology is further updated upon solvation and addi-
tion of counterions (150 mMNaCl) with the -p flag to include
the number of solvent molecules and counterions. The topol-
ogy of the multichain system can be found at https://doi.org/
10.6084/m9.figshare.5975377.

14. The run parameter files used in the equilibration steps in the
NPT ensemble with Berendsen (md_equil_Berendsen.mdp)
and Parrinello–Rahman (md_equil_Parrinello-Rahman.mdp)
barostats can be found respectively at https://doi.org/10.
6084/m9.figshare.5966893 and https://doi.org/10.6084/
m9.figshare.5966905.

15. The run parameter file used in the production runs in the NPT
ensemble (md_Parrinello-Rahman.mdp) can be found at
https://doi.org/10.6084/m9.figshare.5966911.

16. The index file of the protein can be created by executing the
following command and selecting the protein when prompted:

gmx make_ndx -f md.tpr -o MC1-prot_only.ndx

17. To investigate the time evolution of the peptide secondary
structure content, peptides should be colored according to
their secondary structure, and the secondary structure assign-
ment information should be updated at each frame, which
could be done with the script sscache.tcl. This script can be
downloaded from VMD’s script library at http://www.ks.uiuc.
edu/Research/vmd/script_library/scripts/sscache/.

References

1. Eisenberg D, Nelson R, Sawaya MR,
Balbirnie M, Sambashivan S, IvanovaMI,Mad-
sen AØ, Riekel C (2006) The structural biol-
ogy of protein aggregation diseases:
Fundamental questions and some answers.
Acc Chem Res 39:568–575

2. Aguzzi A, O’Connor T (2010) Protein aggre-
gation diseases: Pathogenicity and therapeutic
perspectives. Nat Rev Drug Discov 9:1–12

3. Chiti F, Dobson CM (2006) Protein misfold-
ing, functional amyloid, and human disease.
Annu Rev Biochem 75:333–366

4. Ross CA, Poirier MA (2004) Protein aggrega-
tion and neurodegenerative disease. Nat Rev
10:S10–S17

5. DeToma AS, Salamekh S, Ramamoorthy A,
Lim MH (2012) Misfolded proteins in Alzhei-
mer’s disease and type II diabetes. Chem Soc
Rev 41:608–621

6. Ishimaru D, Andrade LR, Teixeira L, Quesado
PA, Maiolino LM, Lopez PM, Cordeiro Y,

Costa LT, Heckl WM, Weissmuller G,
Foguel D, Silva JL (2003) Fibrillar aggregates
of the tumor suppressor p53 core domain. Bio-
chemist 42:9022–9027

7. Rigacci S, Bucciantini M, Relini A, Pesce A,
Gliozzi A, Berti A, Stefani M (2008) The
(1–63) region of the p53 transactivation
domain aggregates in vitro into cytotoxic amy-
loid assemblies. Biophys J 94:3635–3646

8. Silva JL, Rangel LP, Costa DCF, Cordeiro Y,
De Moura Gallo CV (2013) Expanding the
prion concept to cancer biology: dominant-
negative effect of aggregates of mutant p53
tumour suppressor. Biosci Rep 33:593–603

9. Yang-Hartwich Y, Soteras MG, Lin ZP,
Holmberg J, Sumi N, Craveiro V, Liang M,
Romanoff E, Bingham J, Garofalo F,
Alvero A, Mor G (2014) p53 protein aggrega-
tion promotes platinum resistance in ovarian
cancer. Oncogene 34:3605–3616

Simulations of Protein Aggregation 259

nicoletta.gnan@cnr.it

https://doi.org/10.6084/m9.figshare.5975377
https://doi.org/10.6084/m9.figshare.5975377
https://doi.org/10.6084/m9.figshare.5966893
https://doi.org/10.6084/m9.figshare.5966893
https://doi.org/10.6084/m9.figshare.5966905
https://doi.org/10.6084/m9.figshare.5966905
https://doi.org/10.6084/m9.figshare.5966911
http://www.ks.uiuc.edu/Research/vmd/script_library/scripts/sscache/
http://www.ks.uiuc.edu/Research/vmd/script_library/scripts/sscache/


10. Novitskaya V, Bocharova OV, Bronstein I, Bas-
kakov IV (2006) Amyloid fibrils of mammalian
prion protein are highly toxic to cultured cells
and primary neurons. J Biol Chem
281:13828–13836

11. Lambert MP, Barlow AK, Chromy BA,
Edwards C, Freed R, Liosatos M, Morgan
TE, Rozovsky I, Trommer B, Viola KL,
Wals P, Zhang C, Finch CE, Krafft GA, Klein
WL (1998) Diffusible, nonfibrillar ligands
derived from Aβ1–42 are potent central ner-
vous system neurotoxins. Proc Natl Acad Sci
U S A 95:6448–6453

12. Conway KA, Lee S-J, Rochet J-C, Ding TT,
Williamson RE, Lansbury PT Jr (2000) Accel-
eration of oligomerization, not fibrillization, is
a shared property of both α-synuclein muta-
tions linked to early-onset Parkinson’s disease:
Implications for pathogenesis and therapy.
Proc Natl Acad Sci U S A 97:571–576

13. Sousa MM, Cardoso I, Fernandes R,
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