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Soft matter systems often exhibit an intriguing morphology, related to the formation of intermediate range order
structures. A rationale proposed for this behavior is the presence of competing short-range attraction and long-
range repulsion. On the basis that effective interactions among the centers of mass of soft macromolecules often
result in a finite short-range repulsion, we here consider a model fluid in which competing interactions supple-
ment a repulsive core that, at difference from the models investigated up to now, has a bounded nature. We study
the structural and phase behavior of this model through a theoretical approach and by computer simulation. We
find that the structure factor exhibits a low-k peak, which is particularly relevant at low densities, where our sys-
tem is formed by polydisperse clusters. A distinctive feature characterizing our model fluid is the presence of a
peak situated between the low-k peak and the first diffraction peak. We show that this second pre-peak is asso-
ciated with the enhancement of the relative population of the second coordination shell with respect to the first
one, generated at intermediate densities by the long-range repulsion. As it concerns the phase behavior, the sys-
tem investigated undergoes, for weak long-range repulsion, a liquid-gas phase transition. Upon increasing the
strength of the long-range repulsion, such transition becomes less evident and eventually disappears. At high

densities, the system undergoes freezing into a clustered solid, with multiply occupied crystal sites.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

Soft matter systems often possess one or more frustrating interac-
tion length scales driving micro- to mesoscale structural heterogeneity
[1]. Examples include microemulsions [2], block copolymers [3-6], con-
fined fluids [7,8], colloidal dispersions, proteins [9-13]. Despite their dif-
ferences, all such systems exhibit similar transitions between
homogeneous fluid states and emergent heterogeneous phases. One
common feature of this class of morphologies is that the structure factor
S (k) displays a characteristic pre-peak at a low but nonzero wavenum-
ber [14-19]. Such modulated density fluctuations are related to the
emergence of what is called intermediate-range order (IRO). Since this
phenomenon can greatly impact the mechanical, optical, electronic,
etc., properties of such systems, the ability to detect and characterize
IRO structures is of great interest.

When dealing with complex materials as those above mentioned, it
is useful to resort to model systems in order to simplify their study.
Commonly used model systems are particles with isotropic interactions.
Even though this is often an oversimplification of most real systems,
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information obtained from these model systems has been shown to be
crucial to understand many soft matter materials. Recently, there has
been an increasing interest in studying isotropic model systems charac-
terized by an infinitely repulsive core plus a short-range attraction and a
long-range repulsion (SALR systems) [10,17,19-26]. Frustration deriv-
ing from the competing short-range attractive and long-range repulsive
components of the interparticle interactions has been shown to give rise
to spontaneous micro-separated fluid phases [16,19,22], as well as
microphases with long-range, periodic order [27,28], with the introduc-
tion of new phases into the phase diagram, such as clustered fluid, clus-
ter percolated fluid, cluster glass etc.. Understanding how, by
controlling the parameters of the SALR interaction, it is possible to influ-
ence self-assembling processes, and thus the clusters nature, is funda-
mental in order to characterize and eventually engineer IRO
structures, which can lead to new way to synthesize materials [29-32].

When considering interactions among macromolecules, the effec-
tive interparticle interactions may often result in a bounded short-
range repulsion that allows the particles to “sit on top of each other”,
imposing only a finite energy cost for a full overlap. Such potentials
arise naturally as effective interactions between the centers of mass of
soft, flexible macromolecules such as polymer chains [33], dendrimers
[34], polyelectrolytes, etc. Indeed, the centers of mass of two macromol-
ecules can coincide without violation of the excluded volume
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conditions, hence bringing about a bounded interaction. For example, a
well-known model able to describe in an excellent approximation inter-
actions between the centers of mass of two polymer chains in an
athermal solvent is the so-called GCM (Gaussian core model), where
the intermolecular potential has a repulsive Gaussian form [35].

In this paper we consider a model fluid with a Gaussian repulsive
core followed by an attractive well and a long-rage repulsive compo-
nent, both having a Gaussian form. Though this model currently does
not represent any existing realistic colloidal system, novel macromole-
cules and colloidal particles can nowadays be synthesized with quite
complex interaction potentials. Thus, when studying aggregation and
microphase formation in soft matter, it appears of considerable interest
to investigate systems having a penetrable internal “core” represented
through a bounded repulsion, supplemented by competing interactions.

We investigate the structural properties and the phase behavior of
the system considered by using a theoretical approach based on the
hypernetted-chain integral equation, and through Molecular Dynamics
and Grand Canonical Monte Carlo simulations. We find that the struc-
ture factor of the system considered exhibits a low-k peak, which is par-
ticularly relevant at very low densities. In this regime, through a cluster
analysis, we show that the system is formed by polydisperse clusters. At
intermediate densities, the structure factor of our model fluid exhibits a
novel feature, never observed in SALR systems, i.e. a second pre-peak,
located between the low-k peak and the first diffraction peak and thus
related to correlations over a length scale intermediate between
cluster-cluster correlations and monomer-monomer correlations. We
present an analysis that allows to associate this peak with the role
played by LR repulsion in giving origin at small densities to partially ex-
cluded volume effects.

We studied the phase behavior of the model investigated, and
showed that when the long-range repulsion is weak with respect to
the short-range attraction, the system undergoes, at low densities, a
liquid-gas transition. As the long-range repulsion increases, the instabil-
ity region related to the liquid-gas transition shrinks moving towards
lower temperatures and densities. Accordingly, the peak of S(k) at
k = 0, which is typical of a system close to a liquid-gas transition, grad-
ually decreases, and a local peak develops at k # 0, i.e. the system goes
from a simple fluid-like behavior to an “intermediate range order”
behavior.

At high densities the system considered undergoes freezing into a
clustered solid, characterized by multiply occupied crystal sites. The
solid region of the thermodynamic plane rapidly increases as the long-
range repulsion gets stronger.

2. The model

We consider a system of particles interacting through the following
potential:

= oo~ (3w o[- ()]

+a exp[—((r/0)=3]-f() (1)

where r is the interparticle distance, € and o are arbitrary energy and
length units, respectively, w and « are the strength of the short-range
attraction and of the long-range repulsion, respectively, and f(r) is the
function:
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Temperature and density are expressed in units of ¢ and o>,
Throughout our investigation e = 1, 0 = 1, w = 0.05.

The potential U(r) defined in Eq. (1) is composed of three terms: a
finite repulsive core having the form of a Gaussian centered at the

origin, an attractive component consisting in a negative Gaussian cen-
tered at r = 2 having fixed strength w, and a repulsive long-range
term which is given by the product of a Gaussian centered at r = 3
times the function f(r), which is a continuous function approximating
a Heaviside step function that goes from 0 to 1 around r = 3. This spe-
cific form of the long-range repulsion makes it possible to vary its
strength, i.e. a, without significantly affecting the inner repulsion and
attraction. The potential U(r) is shown in Fig. 1 for a few values of .

3. Methods

To investigate the behavior of the system considered we make use
both of theoretical and computational approaches.

3.1. Theory

As a manageable theoretical tool apt for an extensive investigation,
we turn to the hypernetted-chain (HNC) integral equation. Integral
equations are based on the Ornstein-Zernike (OZ) relation [36], that
for a homogeneous and isotropic fluid is:

h(r) = c(r) +/d3r' c(r)ph(IT—r'1) (3)
which, by taking the Fourier transform, becomes
h(k) = c(k) + pc(k)h(k) 4)

The OZ relation is an exact relation describing the fact that the total
correlation between particles 1 and 2, represented by h(r) = g(r) — 1,
where g(r) is the pair distribution function, is due in part to the direct
correlation between 1 and 2, represented by c(r), but also to the indirect
correlation, represented by the integral in the above expression, propa-
gated via increasingly large numbers of intermediate particles. To solve
the OZ relation one needs an additional relation linking h(r) and c(r)
(called closure relation). Since the exact closure is unknown, several ap-
proximate relations have been proposed, each leading to a specific inte-
gral equation. The closure leading to the so-called hypernetted-chain
(HNC) integral equation is obtained by neglecting a certain class of
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Fig. 1. Interaction potential U(r) defined in Eq. (1); & = 0.02 (black solid line), 0.05 (red
line), 0.1 (blue line). For & = 0.05, U(rmin) = —0.04 while U(rmax) = 0.035, where
Imin = 2.27 and rmax = 3.36. The function f(r) is shown in the inset.
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diagrams (bridge diagrams) in the expansion of g(r) and reads [36]:
gr)y=h(r+1= e—BU(r)+h(r)—c(r) (5)
which is equivalent to

c(r) = h(r)— In[h(r) + 1]=pU(r) (6)

The solution of the OZ relation with the HNC closure is obtained
through a numerical iterative procedure. From an initial guess for, say,
c(r), one calculates the Fourier transform c(k), which is used in Eq. (4)
to obtain h(k). Its inverse Fourier transform provides a new estimate
of h(r) and, through Eq. (6), of c(r), which is used as a new input for
the next cycle. The functions are evaluated on a spatial grid with
Ar = 0.010 (where o is the length scale) and N = 2048 points. Checks
with Ar = 0.0050 and N = 4096 were also performed.

In general, the HNC equation has well-known limits related mainly
to its thermodynamic inconsistency. However, it proved to be very ef-
fective in describing the thermodynamics and structure of particles
interacting through a bounded repulsive pair potential [35]. Thus, it rep-
resents a valuable tool for a large-scale investigation of potentials with
competing interactions and a penetrable core as that considered here.

The HNC equation can be solved in a region of thermodynamic pa-
rameters (“stable” region). This is separated from the region where no
solution is found (“unstable” region) by a boundary line (BL). For ordi-
nary simple fluids, characterized by a diverging short-range repulsion,
the BL can be associated with the liquid-vapor spinodal line, marking
the threshold of instability towards phase separation. While the
spinodal line is characterized by the divergence of the isothermal com-
pressibility yr, upon approaching the BL the isothermal compressibility
increases without exhibiting a true divergence, whence the name
“pseudospinodal line” also reserved to the BL. Recently, the BL of the
HNC equation was computed for a number of model interactions with
bounded repulsive core supplemented by a short-range attraction
[37-39]. When compared to the binodal line calculated through MC
simulation, the BL yielded fairly reasonable results. In particular, the
binodal line and the BL show analogous topological modifications
upon changing the attraction strength.

Moreover, the HNC equation proved able to predict a peculiar kind of
freezing occurring in systems characterized by bounded repulsive inter-
actions that decay fast enough to zero as the interparticle distance goes
to infinite (as the penetrable sphere model (PSM) [40,41]). In this case,
the solid can always lower its free energy, as density increases, by
allowing more and more particles to occupy the same lattice sites.
This clustering mechanism stabilizes then the solid at all temperatures
and a practically constant effective density of clusters is maintained in
the crystal. It was shown for the PSM, that the BL of the HNC equation
compares well with the fluid-solid coexistence curve obtained through
a density-functional approach [42].

3.2. Simulation

We have investigated the properties of the model via Molecular Dy-
namics (MD) and Grand Canonical Monte Carlo (GCMC) simulations.
MD simulations have been performed with a standard home-written
code in the NVT ensemble, with the specific aim to quantify structural
information for a system of at least N = 1000 particles in three dimen-
sions. The integration time-step is 0.01. GCMC simulations have also
been performed with a home-written code with the aim of evaluating
the gas-liquid coexistence. Random displacement moves with ampli-
tude between +0.025 o were randomly alternated with particle inser-
tion and deletion moves.

To efficiently evaluate the probability P(N,T,ut) and locate the gas-
liquid coexistence we implemented the successive umbrella sampling
(SUS) method [43]. P(N,T,u) indicates the probability that in the simu-
lated volume there are N particles when the system is constrained to a

temperature T and chemical potential tt. As such, the logarithm of P(N,
T,u) is proportional to the Helmholtz free energy of the system. Coexis-
tence between two phases requires a two peak distribution for P(N,T,u),
with equal area below each peak. To cover the density interval
0 < p < 0.13 we performed 600 independent grand-canonical simula-
tions of a box of side L = 17 constrained to explore only systems with
Nor N + 1 particles, with N varying from 0 to 599. Each simulation, last-
ing at least 1 million attempts to insert or delete a particle and at least
100 million attempts to randomly displace a particle, provides the
ratio P(N + 1,T,u)/P(N,T,u). Combining all 600 simulations, the entire
P(N,T,u) is rebuilt. Preliminary runs at different temperatures are used
to identify the region where the density fluctuations are bimodal, an in-
dication of two-phase coexistence. Eventually, runs have been per-
formed for T = 0.03, 0.04, 0.045, 0.048, 0.0483, 0.0485, 0.05.

More detailed information on the SUS method and application to
colloidal particles can be found in [44,45].

4. Results and discussion
4.1. Structural properties

We first calculated, by using the HNC equation, the structure factor S
(k) and the radial distribution function g(r) of a system of particles
interacting through the potential described by Eq. (1), for a fixed
strength of the long-range repulsion, o = 0.05, at a fixed temperature
T = 0.03, and for several densities (Fig. 2).

In order to assess the reliability of the HNC equation as it concerns
the system considered, we compared the structure factors calculated
through the HNC equation with those obtained through MD simulation
(see Fig. 3). The predictions of the HNC equation are found to be in good
agreement with the results of MD simulation.

We then considered the same system at a lower temperature (T =
0.01). At this temperature, the HNC equation cannot be solved at very
small densities and for p > 0.4 (the extent and the topology of the unsta-
ble region of the HNC equation will be discussed in Section 4.3). So we
calculated the structure factor S(k) and the radial distribution function
g(r) at T = 0.01 by using the MD simulation.

Upon examining the structure factors of the system investigated
both at T = 0.03 and T = 0.01, it is possible to note, with varying den-
sity, the gradual turning on and off of different length scales (see Fig. 2
left panel, Fig. 4 upper panel). At low densities (p ~ 0.01) the highest
peak is centered around k = 1. Then, as density increases, this peak
goes down and at intermediate densities (p ~ 0.1-0.2 depending on
T) the highest peak is that centered at k = 3. As density further increases,
also this peak decreases, and at high densities (p > 0.25) the highest
peak is that centered around k = 5. The value of the peak at k =5 is al-
ways greater than one, and grows monotonically with the density. To
make evident the above described behavior, we plotted, for T = 0.03,
the height of the peaks centered respectively at k=1, k =3, k=5, as func-
tion of the density (Fig. 5).

As follows from Fig. 5, the peak at k = 1 (first pre-peak) is associated
to correlations that are relevant in a restricted range of densities and
lose importance for p > 0.1. The peak at k = 3 (second pre-peak) is asso-
ciated to correlations that are relevant over a broader range of densities,
but tend to vanish too at high densities (say, p > 0.5). On the contrary,
the peak at k = 5 is related to correlations that become more important
with the density. For p > 0.5, as the region where crystallization occurs
(see Fig. 11 and the discussion in Section 4.3) is approached more and
more closely, this peak exhibits a more and more rapid increase. The
length scale associated to the position of the third peak (L = 2m /
k ~ 1.2) corresponds approximately to the effective diameter of the
inner repulsive core of our model. In a dense packing regime, the ex-
cluded volume effects associated to the particle core are dominant,
and the additional components of the interaction potential, i.e. the
short-range attraction and the long-range repulsion, play a minor role.
In the light of the preceding considerations, the peak at k =5 is to be
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Fig. 2. Structure factor S(k) (left panel) and radial distribution function g(r) (right panel) calculated through the HNC equation for several densities at T = 0.03; a = 0.05.

regarded as the main diffraction peak associated to “monomer-mono-
mer” correlations.

The appearance in the interparticle structure factor of a peak whose
position is at smaller wave-vectors than the position of the main diffrac-
tion peak, has been related in the literature to the emergence of inter-
mediate range order (IRO). The low-k peak, termed IRO peak, is a
characteristic feature of many SALR systems [10,15,18,26]. It has been
initially attributed to the correlation between clusters with preferred
size in solutions [10]. However, it was later argued that the relationship
between the low-k peak and the particle arrangement is not so straight-
forward [11,46-48].In general, the existence of an IRO pre-peak appears
to be a necessary but not sufficient evidence for identifying a clustered
phase [48]. Provided a cluster phase occurred, the real-space length
scale 2m/(kiro), corresponding to the position kg of the low-k pre-
peak, can be interpreted as the average center-to-center real-space in-
tercluster distance [49].

In the system here investigated, the structure factor shows, in addi-
tion to the first or low-k pre-peak, a second evident pre-peak situated
between the low-k peak and the main diffraction peak. This is a novel
feature never observed in SALR model systems before [50]. Depending
on density and temperature, both the first and the second pre-peak
may attain maximum values much greater than one. As shown in
Fig. 5, the second pre-peak is particularly relevant at intermediate den-
sities, where the usual low-k pre-peak is considerably smaller than one
and the main peak is still only slightly greater than one. This behavior
gets more and more evident as temperature is lowered (see Fig. 6).
Though, as shown in Fig. 5, the two pre-peaks and the main peak attain
their maximum relevance in different density regimes, for some values
of the thermodynamic parameters (e.g. T = 0.01, p ~ 0.05) the three
peaks are simultaneously well evident with a maximum value greater
than one for all of them (Fig. 4 upper panel).

As mentioned above, many efforts have been devoted to under-
standing the relationship between the occurrence of the IRO peak and
the cluster formation. Being able to describe cluster morphologies by
decoding S(Kk) is highly desirable because it would make possible to ob-
tain knowledge about multi-body structure based on pair correlations;
it is also of practical interest because measurements of pair correlations
are feasible for many soft matter systems and length scales. In order to
analyze the possible aggregation of particles with the formation of clus-
ters, we calculated, through MD simulation, the probability distribution
P(s) of observing a cluster of size s at T = 0.01 for several densities
(Fig. 7) before the percolation threshold. Particles have been considered
as bonded if their distance is smaller than the position of the maximum

I'max Of the long-range repulsive component of the interaction (rmax =
3.36). Particles are considered to be part of the same cluster if there is
a continuous path of bonds connecting them.

We first consider a very low value of density (p = 0.002) and find
that P(s) has two local maxima, one at s = 1 (single particles) and the
other at s = 6. The second maximum indicates the presence of clusters
formed preferentially by six particles. Since the two maxima have ap-
proximately the same height, clusters coexist with a low-density popu-
lation of monomers. As the density increases, the tendency to
aggregation becomes more evident (Fig. 8, upper panel). At p = 0.01,
the presence of single particles, as well as that of small clusters (formed
by 2-3 particles) becomes less probable. As a consequence, the peak of P
(s) around s = 6-7 becomes more evident. At the same time, given the
higher density, the presence of clusters formed by more than 7 particles
becomes more probable. It follows that the system is mostly formed by
polydisperse clusters with a preferred cluster size s = 6-7 (Fig. 8, bot-
tom panel).

On further increasing density, the polydispersity increases and the
cluster size distribution approaches for largest power-law behavior ex-
pected in the proximity of a percolation transition. For all the shown den-
sities, the system can be described as formed by polydisperse clusters
interacting through a repulsive potential. We find that at p = 0.03 the
system percolates and all particles belong to the same spanning cluster.
At T = 0.01 and p = 0.002 the first pre-peak (centered at k = 1) attains
a maximum value of about 2.5. This value rises to about 4 for T = 0.01
and p = 0.01. The results shown in Fig. 7 thus are in agreement with
an empirical criterion proposed in [19], stating that when in SALR system
the height of the low-k pre-peak reaches a value > 2.7, the pre-peak is to
be associated with the emergence of clustering.

To get additional insight about the nature of clustered structures, we
investigated how the average potential energy varies with the density of
the system (Fig. 9). We observe a shallow minimum at low densities
(around p ~ 0.03), where the potential energy is negative. Indeed, at
low densities the g(r) has a remarkable peak at r =~ 2.2-2.3, in corre-
spondence with the minimum of the attractive well. This gives origin
to a negative average potential energy. As the density increases, this
peak decreases and shifts towards the right extreme of the well where
attraction is weaker. However, being the excess energy per particle
given by

Uee/N = 2mp [ “y(rg(rdr, ()
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Fig. 3. Comparison between the S(k) calculated through the HNC equation and that obtained through MD simulation for several densities at T = 0.03; o = 0.05.

This effect is compensated by the factor r2, so the potential energy
remains essentially constant. For densities above p = 0.05, the attractive
well gets less and less populated while a new peak develops in the g
(r) for r< 2, where the potential is repulsive. Consequently, the potential
energy increases and turns positive at p ~ 0.08. As density further in-
creases, overlapping of the tail of the internal repulsive core of the par-
ticles becomes more and more relevant and the potential energy keeps
growing with the density.

Let us now turn our attention to the second pre-peak of the structure
factor. This is to be related to correlations over a length scale intermedi-
ate between those associated to the first pre-peak and to the monomer-
monomer peak, respectively. Though a second pre-peak has never been
observed in model systems with SALR interactions, scattering experi-
ments showed the existence of a second pre-peak, in addition to the
low-k pre-peak, in ionic liquids [51-54]. This second pre-peak has
been associated with distances between ions of similar charge, so it
has been called charge alternation peak [54].

In order to interpret the meaning of the second pre-peak in our sys-
tem, we carefully analyze the behavior of the radial distribution func-
tion. We focus on the g(r) reported in the right panel of Fig. 2 (ov =

0.05, T = 0.03). At very low densities, g(r) has a high peak in correspon-
dence with the position of the attractive well (r =~ 2.2). As density in-
creases, this peak decreases, while a second peak develops just on the
tail of the LR repulsion (r ~ 4.5). The position r; of the minimum of g
(r) that separates these two peaks corresponds approximately to the
maximum of the LR repulsion. The second peak of g(r) attains its max-
imum value at p = 0.1, after which it decreases and shifts towards
slightly smaller values of r (r = 4). For p > 0.2, the first peak of g(r) splits
into two peaks, whose positions correspond approximately with the left
and right extremes of the well, while for p > 0.4 a whole new peak de-
velops att = 0.

To highlight the consequences of the above outlined changes of the g
(r), we calculate the quantities n; and n, given by:

r T
ny = 4np/ 1g(r)rzdr n, = 4rrp/ 2g(r)rzdr (8)
0 8]

where r; has been defined above, and r» is the position of the minimum
that follows the peak laying on the tail of the LR repulsion. For p < 0.2, ny
and n, are the coordination number of the first and of the second shell,
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panel) calculated through MD simulation for several densities at T = 0.01; o = 0.05. As
signaled by the position and height of the peaks in the structure factor and in the radial
distribution function, at densities p = 0.2 and beyond, the system crystallizes.

respectively. This is no more true at higher densities, where new shells
appear for r < ry. Thus, for p 2 0.2, n; represents the number of particles
inside a sphere of radius r; centered in the origin (region 1), and n, is
the number of particles inside the shell between r; and r, (region 2).
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Fig. 5. Maximum height of the first and second pre-peak, and of the main diffraction peak
of S(k) as function of the density at T = 0.03; o = 0.05. S(k) was calculated through the
HNC equation.

Fig. 6. Structure factor S(k) calculated through MD simulation at p = 0.1, for several
temperatures; o = 0.05.

As shown in Fig. 10, n; grows with the density following an approx-
imately linear behavior over the whole density range considered. The
behavior of n, is more variegated: two distinct regimes can be identi-
fied, one at low densities (p < 0.1) with a rather fast growth, and one
at larger densities (p 2 0.3) with a less rapid growth and an approxi-
mately linear behavior. The transition between the two regimes occurs
in the interval 0.1 £ p < 0.3. In the inset of Fig. 10 we report r; and r, as
function of density. While ry is approximately constant, r, depends
more significantly on the density and has a maximum at p =~ 0.1.

In order to compare the relative occupation of the two regions, we
consider the ratio R = ny/n; (Fig. 10). This quantity at first rapidly in-
creases with the density, reaches a maximum at p =~ 0.1, and then de-
creases approaching an approximately constant value. This behavior
makes clear that at p =~ 0.1, the second shell has, relatively to the first
one, a maximal occupation. Since the two regions are separated by the
minimum of g(r) roughly corresponding to the maximum of the LR re-
pulsion, a rationale for the observed behavior is the following. The LR re-
pulsion acts as a barrier partially hindering the penetration of particles
into the inner regions of the potential. It follows that the accumulation
of particles in region 2 (corresponding, for p < 0.2, to the second shell)
is more and more favored, relatively to region 1 (corresponding, for
p < 0.2, to the first shell), up to a given density (p =~ 0.1), where R
reaches its maximum value, while for larger densities, the LR repulsion,
due to its finite nature, becomes less and less effective. The relevant fea-
ture of the behavior of R is not the magnitude of its maximum value,
which depends mainly on the extension of region 1 and region 2, but
the rapidity of its increase with density at small densities (and the sub-
sequent decrease for p > 0.1). The peculiarity of the behavior of R can be
highlighted through the comparison with the ratio R between the coor-
dination number of the second shell to that of the first one for well-
known potentials such as the Lennard-Jones potential or the hard
sphere + square well potential. At difference from the potential consid-
ered here, in both cases R does not vary significantly with the density.

T T
oo p=0.002] 3
2ap=0.010
op=0.015
£ p=0.020
] b
10°E, ; ; ;
10° 10" 10° 10°

Aggregate Size s

Fig. 7. Cluster size distribution P(s) at T = 0.01, for several densities; o = 0.05. P(s) is
normalized such that 3, sP(s) = N, where N = 1000 is the total number of particles in
the simulation. Calculations were performed through MD simulation.
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Fig. 8. Snapshots of the system in the cluster phase at T = 0.01 and p = 0.002 (upper
panel) and p = 0.010 (bottom panel). In these snapshots the diameter of the particles is
2.4 o, corresponding to the minimum of the pair interaction potential.
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Average potential energy per particle

Fig. 9. Potential energy per particle as a function of density; T = 0.01, a = 0.05.
Calculations were performed through MD simulation.
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Fig. 10. Number n; of particles inside region 1 (red line), number n, of particles inside
region 2 (blue line), and ratio R of n, to n; (black line), as function of the density; o =
0.05, T = 0.03. The radial distribution functions used to determine n; and n, were
calculated using the HNC equation. Inset: ry (red line) and r; (blue line) as function of
the density.

As shown by the above analysis, there exists a density range (cen-
tered around p = 0.1 for o« = 0.05, T = 0.03) where the occupancy of
the second coordination shell with respect to the first one is signifi-
cantly larger than for other densities. In such regime, the second pre-
peak of S(k) is the dominant peak. Thus we posit that this peak is asso-
ciated with the role played by LR repulsion as a barrier determining par-
tially excluded volume effects. Given the finite nature of the LR
repulsion, its efficacy to this regard becomes lower and lower at larger
densities. In principle, such effect, and the related presence of the sec-
ond pre-peak, might occur also in SALR potentials with diverging repul-
sive core. We performed a preliminary exploration of the parameter
space of a potential consisting in a hard-sphere repulsion plus a square
well attraction and a repulsive ramp, and found that a second pre-peak
is generally absent. Only for few attentively selected sets of parameters
we observed a second pre-peak, but it is always scarcely relevant, at dif-
ference from the system here investigated. A possible explanation is
that, due to the infinitely repulsive nature of the inner core, the effect
of the LR repulsion on the particle spatial arrangement, at least as it con-
cerns the above described phenomenon, is totally or partially masked
by the stronger core-core correlations.

4.2. Structural properties: varying the strength of the long-range repulsion

To investigate the role played by the competition between the short-
range attraction and the long-range repulsion, we calculated, through
the HNC equation, the structure factor S(k) for several values of the
strength o of the long-range repulsion, at T = 0.05 and for several den-
sities (Fig. 11). We chose a somewhat higher temperature with respect
to previous calculations, in order to ensure that the HNC equation can be
solved for all the values of o considered (except for o = 0.1 atp = 0.4).
The extension and nature of the instability region of the HNC equation
will be thoroughly studied in Section 4.3.

In general, the structure factor of a homogeneous fluid is finite for all
wavevectors k. The appearance of a divergence in S(k) signals an insta-
bility with respect to density fluctuations. If the divergence occurs at
k = 0, macroscopic phase separation ensues, which in liquid-state the-
ory typically corresponds to the gas—liquid spinodal. A divergence at
k > 0 signals instability with respect to mesoscale fluctuations, which
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Fig. 11. Structure factor S(k) calculated through the HNC equation for several densities at T = 0.05, for several values of .

indicates the presence of a periodic microphase regime. These two dif-
ferent behaviors are separated, in the space of the model parameters,
by the Lifshitz point. Below this point, the loss of stability of density fluc-
tuations occurs at k = 0 and the system behaves as a simple fluid. Above
the Lifshitz point, the competition between short-range attraction, that
favors the formation of aggregates at low temperatures, and long-range
repulsion, that frustrates a complete phase separation, gives rise, below
a certain temperature, to a micro-separated, locally non-homogeneous
fluid with modulated phases characterized by large density fluctuations
atk>0.

When a = 0, the interaction defined in Eq. (1) consists just in a
Gaussian repulsive core plus the short-range attraction. The corre-
sponding system undergoes a liquid-gas transition, which is associated
to the increase of density fluctuations, and thus of the isothermal com-
pressibility yr. This, in turns, gives origin to a peak in the structure factor
atk = 0, as it follows from the well-known relation

S(k = 0) = pkgT y7 9)

This behavior persists as far as the long-range repulsion is weak with
respect to the short-range attraction. As shown in Fig. 11, S(k) has, for
o = 0.01 or smaller, an evident peak at k = 0 for low densities
(p <0.2), which is typical of a system close to a liquid-gas transition.
By increasing «, the peak of S(k) at k = 0 gradually decreases, the

zero-wavenumber convexity switching from negative to positive, and
eventually a local peak (first pre-peak) develops at k = 1. Thus, the sys-
tem goes from a simple fluid - like behavior to an “intermediate range
order” behavior typical of a microseparated, locally non-homogeneous
fluid. At very low densities (p = 0.01), and for « > 0.03, the peak at
k =1 is the highest one. At p = 0.1, the peak at k = 1 is considerably
lower, and the second pre-peak (around k = 3), which is now the dom-
inant one, becomes higher and higher by increasing «. A third peak (the
main diffraction peak), centered around k = 5, becomes evident for suf-
ficiently large values of a.. At p = 0.2, for very small values of «, the
structure factor shows, in addition to the peak at k = 0, a wide peak cen-
tered around k = 4. As o increases, this peak splits into two parts, giving
origin to two well separated peaks, one at k = 3 and the other at k = 5. At
p = 04, the highest peak is that at k = 5. Its height increases with «, as
well as that of the peak centered at k = 3. At such density, the peak at
k=1 is scarcely evident. At even higher densities (not shown in the fig-
ure), the peak at k = 5 is the dominant one at all o's, the peak at k = 3 is
barely evident, and that at k = 1 is totally absent. As it follows from
Fig. 10, at all densities (except at the smallest one, p = 0.01, where
the main effect of the LR repulsion is the suppression of the peak at
k = 0 and the emergence of the peak at k = 1), by increasing « both
the two pre-peaks and the main peak become more and more evident.
At intermediate densities (p ~ 0.1-0.2 depending on T), this effect is par-
ticularly evident on the second pre-peak.
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Fig. 12. Boundary line of the HNC equation in the temperature-density plane for several values of . For each ¢, the region of instability of the theory is the portion of the plane laying below

the corresponding line.

4.3. Phase behavior

As previously observed, there is a region of the thermodynamic
plane where the HNC equation does not converge. In order to map the
region of stability of the HNC equation, and thus, within the limits of
this theoretical approach, of the stable fluid, we calculated the boundary
line of the HNC equation (i.e. the line below which no solution to the
equation can be found) for several values of the long-range repulsion
strength o

As shown in Fig. 12, the topology of the BL depends significantly on
the strength o of the long range repulsion. When no long-range repul-
sion is present (i.e. for o = 0) our model consists just in a Gaussian re-
pulsive core supplemented by an attractive component. In this case, if
attraction is strong enough, the system undergoes what has been called
a thermodynamic catastrophe, i.e., particles will collapse to a finite vol-
ume of space since the bounded nature of the repulsive core is not able
to withstand attractive interactions [37,38,55,56]. According to Ref. [55],
a sufficient condition for thermodynamic instability is U(0)<0, with U (k)
being the Fourier transform of U(r); conversely, if U(0) >0, for all k, then
the system is stable. For the potential considered here, with o« = 0, we
find U(0)<0 for w > w, = 0.056... (in e units); below w,, U(k) is positive
definite. Hence our system is stable for w < w,. The specific case investi-
gated (w = 0.05) corresponds then to a thermodynamically stable sys-
tem. As shown in Fig. 12, the HNC boundary line for o = 0 has a bell-
shaped form similar to a typical liquid-gas spinodal line. When the
long-range repulsion is turned on, the bell-shaped portion of the BL
moves towards lower temperatures and becomes narrower, as ex-
pected due to the overall increase of repulsion and the consequent de-
creasing importance of the attractive component.

We report in Fig. 13 the structure factor at p = 0.01, for several
values of «, at a temperature just above the boundary line. Since the
BL changes with a, this temperature depends on a too. Foraa =0, S
(k) has a local peak at k = 0, as it follows from the increase of the iso-
thermal compressibility upon approaching the pseudo-spinodal. As o
increases, the peak of S(k) at k = 0 gradually decreases, and a local
peak develops at k # 0, i.e. the system goes from a simple fluid - like be-
havior to an “intermediate range order” behavior. Fig. 13 is qualitatively
similar to Fig. 11 (panel referring to p = 0.01), but due to the proximity
to the instability region, the peaks (and valleys) of S(k) are more pro-
nounced. Moreover, it provides more accurate information about the
nature of the instability region. For ¢ = 0.02, S(k) has a maximum at
k = 0 (at difference from Fig. 11), whereas this is no more true for

a = 0.03. Thus we expect that the system turns from a liquid-gas tran-
sition behavior to a regime of instability with respect to mesoscale fluc-
tuations for 0.02 < ov< 0.03.

As discussed in Section 3.1, the region below the BL of the HNC equa-
tion has been associated for simple fluids with the liquid-gas spinodal,
and thus to instability with respect to large scale density fluctuations.
Accordingly, the peak of S(k) at k = 0 increases upon approaching the
BL of simple fluids. As shown in Fig. 12, for the system investigated
the BL is considerably more complex with respect to simple fluids. To
get an insight into the meaning of the BL, we calculated the structure
factor at a temperature just above the boundary line for a fixed «
(0.05) and for several densities (see Fig. 14). Comparing Fig. 14 to the
left panel of Fig. 2, we note that the peaks of S(k) attain considerably
higher values. This holds for the two pre-peaks as well as for the first

o
-
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w
S
[¢)]

Fig. 13. Structure factor S(k) calculated through the HNC equation close to the boundary
line, for several values of «, at p = 0.01. Temperatures at which S(k) is calculated: o =
0,T=0.061; « = 0.01, T = 0.046; o = 0.02, T = 0.034; o = 0.03, T = 0.027; o« = 0.05,
T = 0.021. The instability region was approached from high temperatures with
temperature decrements as small as AT = 1075,
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Fig. 14. Structure factor S(k) calculated through the HNC equation for o« = 0.05, close to
the boundary line, at several densities. Temperatures at which S(k) is calculated: p =
0.01, T = 0.021; p = 0.05, T = 0.0083; p = 0.1, T = 0.0073; p = 0.2, T = 0.0044; p =
0.3, T = 0.0083; p = 04, T = 0.01; p = 0.5, T = 0.021. The instability region was
approached from high temperatures with temperature decrements as small as AT = 105,

diffraction peak, depending on the value of the density. Thus, in the sys-
tem investigated, the BL of the HNC equation is associated with the in-
stability of the system with respect to density fluctuations whose
characteristic scale decreases with the density. Such instability mani-
fests itself in the increase of the peak corresponding to the scale that is
more relevant at the density considered.

In order to investigate the system liquid-gas transition for o # 0, we
calculate the distribution of density fluctuations P(N,T,ut) using GCMC
simulations (Fig. 15). In the one-phase region, P(N,T,u) is a single-peak
distribution in N, with a width related to the system compressibility
and the average value indicating the equilibrium density at the selected
T and pvalues. In the two phase region P(N,T,ut) develops a double peak
structure indicating the possibility of two different equilibrium states at
the same value of p. The value of 1t for which the area below each peak is
equal provides the value of p at coexistence. As shown in the upper
panel of Fig. 15, for o = 0.01 a gas-liquid coexistence is clearly detected
for T < 0.05. The estimated gas-liquid coexistence points are shown in
Fig. 16 together with the HNC boundary line.

In order to locate the critical point, we compared the density fluctu-
ations close to the critical point calculated through GCMC with the the-
oretical predictions of the fluctuations of the order parameter (properly
scaled) in an Ising model at the critical point (Fig. 15, bottom panel).
This allows us to identify T = 0.0484 + 0.0001 as the critical tempera-
ture, and p = 0.056 4 0.003 as the critical density. The corresponding
critical value of the activity e*is 8.11- 107>,

As o increases, it is still possible to find some pand T values for
which P(N,T,it) indicates two phases, even if the density of the less
dense coexisting phase becomes extremely small. The shift of the
phase diagram to very small densities imposes the use of larger and
larger simulation boxes. In addition, a small-N peak arises, signaling
the onset of finite size clusters. A finite size analysis in these cases is re-
quested to separate cluster peaks (size independent) from density
peaks (size dependent) [57]. For « larger than 0.023 we have not
been able to clearly detect a gas-liquid coexistence. This is consistent
with the behavior of S(k) shown in Fig. 13: for & = 0.02 S(k) has a max-
imum at k = 0 whereas this is no more true for o« = 0.03.

When the long-range repulsion is turned on, in addition to the
shrinking bell-shaped portion at low densities, the BL extends towards
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Fig. 15. Upper panel: distribution of the density fluctuations in a grand canonical Monte
Carlo (GCMC) simulation; oc = 0.01. The side of the simulation box is L = 17. The inset
shows the same data in log scale to highlight the free energy barrier separating the two
phases. Bottom panel: density fluctuations calculated through GCMC simulation close to
the critical point. The inset shows a comparison with the theoretical predictions of the
fluctuations of the order parameter (properly scaled) in an Ising model at the critical point.
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Fig. 16. Gas-liquid coexistence densities calculated through GCMC simulation (blue
circles); the triangle represents the critical point estimated through the procedure
described in the text. The HNC boundary line (solid red line) is reported for comparison.
o = 0.01.
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intermediate and large densities (Fig. 12). In addition to the maximum
at low densities, the BL develops also one or more local maxima at inter-
mediate densities. At high densities, the BL tends to a straight line with a
positive dT/dp slope, which gets steeper and steeper with increasing o.
This density dependence of the BL is similar to that of the BL of the pen-
etrable sphere model (PSM) [40,41]. It has been shown that the crystal-
lization of the PSM, and of other systems interacting through a bounded
repulsion that decays fast enough to zero as the interparticle separation
goes to infinity, is characterized by freezing into clustered crystals with
multiple occupied sites [40,41]. On the contrary, in spite of the apparent
similarity between the PSM and the GCM, the latter has a maximum
freezing temperature, above which it remains fluid at all densities,
while below this temperature it undergoes, with increasing density at
constant temperature, a re-entrant melting into a high-density uniform
fluid. The radically different phase behavior of the GCM and of the PSM
is somewhat surprising, in the light of the apparent similarity between
the two models. The reason for this difference is that in the PSM the par-
ticles can build clusters in which two or more particles occupy the same
site, whereas in the GCM this event is not favored energetically.

Through a liquid state theory as the HNC equation it is not possible to
investigate directly the nature of the solid state, but we can study the ra-
dial distribution function of the system in the fluid phase in order to find
out incipient signals of the overlapping of particles. For example, from
Fig. 2 we observe that g(r), in the point of the thermodynamic plane
with coordinates p = 0.5, T = 0.03 (o = 0.05) shows a local maximum
atr = 0, a signal of the partial overlapping of particles. This point lays in
the fluid region not far from the high-density monotonically increasing
portion of the BL corresponding to o = 0.05. Such local maximum at
r = 0 is absent at lower densities (at T = 0.03).

In general, at a given temperature, overlapping of particles occurs
only when density is sufficiently large. To investigate this point, we cal-
culated the radial distribution function at a temperature just above the
boundary line for o« = 0.05 and for several densities, so to locate the
density where the onset of overlapping occurs along the BL. We report
in Fig. 17 the radial distribution function in the interval of densities of
interest. At p = 0.37, g(r) is practically zero even at the smallest values
of . Overlapping of particles begins to be evident at p = 0.38, and a
small density increment suffices in order that it becomes extremely rel-
evant, as shown by the huge value of g(r = 0) at p = 0.39. Thus, the
onset of overlapping close to the BL occurs rather abruptly. It can be
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Fig. 17. Radial distribution function g(r) calculated through the HNC equation close to the
boundary line, for a = 0.05, for a few densities (the corresponding points in the
thermodynamic plane are the circles in Fig. 18). The instability region was approached
from high temperatures with temperature decrements as small as AT = 1075,
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Fig. 18. Boundary line of the HNC equation for o = 0.05. The circles correspond to the
points with coordinates: p = 0.37, T = 0.01086; p = 0.38, T = 0.01068; p = 039, T =
0.00842. The dots correspond to the points with coordinates p = 0.4 and T = 0.02,
0.015, 0.014, 0.013, 0.012, 0.011, 0.01.

expected that, due to the disordering effect of temperature, at higher
temperatures the onset of overlapping occurs more smoothly, and at
higher densities.

To investigate the effect of temperature on the overlapping of parti-
cles, we calculated the radial distribution function for a = 0.05, along
the isochore p = 0.4. We know that for such density, close to the bound-
ary line overlapping is quite relevant (Fig. 17). We start from a relatively
high temperature and gradually decrease it so to approach the BL. As
shown in Fig. 19, at T = 0.02 g(r) is zero inside the repulsive core
(say, for r < 1) so there is no overlapping. By decreasing the tempera-
ture, overlapping becomes more and more relevant and eventually at
T = 0.01, quite close to the BL, g(r) has a very high maximum for r =
0. It is to be noted that as the BL is approached more and more closely,
the increase of g(r = 0) is more and more rapid (inset of Fig. 19).

30 T

Fig. 19. Radial distribution function g(r) calculated through the HNC equation for o =
0.05, at p = 04, and several temperatures (the corresponding points in the
thermodynamic plane are the dots in Fig. 18). Inset: g(r = 0) as function of the
temperature.
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MD simulation makes it possible to calculate the radial distribution
function also where the HNC no longer can be solved. As shown in
Fig. 4 right panel, atp = 0.5 and T = 0.01 (i.e. inside the unstable region
of the HNC equation) g(r) has a very high maximum atr = 0, a clear sign
of multiple occupancy of sites, and exhibits a solid-like alternation of
peaks at larger distances. Both simulation and theoretical results sup-
port then the picture that the system considered undergoes at high den-
sities freezing into a clustered solid. Thus, the presence of the
interaction components added to the Gaussian repulsive core, i.e. the
short range attraction and the long range repulsion, modify the freezing
behavior that is typical of the Gaussian core when alone, and determines
a tendency to form a clustered solid (this point is the object of an ongo-
ing investigation).

5. Conclusions

We investigated the formation of aggregates in a system of particles
interacting through a Gaussian repulsive core followed by an attractive
well and a long-range repulsive component. Thus, at difference from
other model fluids with competing short-range attraction and long-
range repulsion (SALR systems) studied in the literature, the system
considered has a bounded repulsive core rather than a diverging one.
This feature makes it suited to model a number of systems that are rel-
evant in soft matter, such as dendrimers, polymer chains, colloidal dis-
persions, and other flexible macromolecules.

Our calculations show that at low densities the system considered is
formed by polydisperse clusters with a preferred cluster size. Concur-
rently, the structure factor exhibits a pre-peak at low wavevectors
that can be associated with the emergence of intermediate range
order (IRO). The low-k peak is a characteristic feature of many SALR sys-
tems and is generally considered as a necessary but not sufficient evi-
dence for the presence of a clustered phase. Provided a cluster phase
occurred, as in our case, the real-space length scale 2m/(kjro), corre-
sponding to the position kiro of the low-k pre-peak, can be interpreted
as the average real-space intercluster distance.

At intermediate densities, the dominant feature in the structure fac-
tor of the system considered is a second pre-peak situated between the
low-k peak and the main diffraction peak. This feature has never been
reported for SALR model systems. According to the analysis here pre-
sented, this second pre-peak is associated to inter-particle correlations
in which the LR repulsion plays a key role in generating partially ex-
cluded volume effects. A relevant consequence of such correlations is
that in a density range, the occupancy of the second coordination shell
with respect to the first one is significantly larger than for other densi-
ties. Given the finite nature of the LR repulsion, its efficacy to this regard
tend to vanish at large densities.

Finally, at high densities, our system undergoes crystallization into a
clustered solid with multiple occupied sites, a phenomenon that is
known to occur in a class of systems interacting through a purely repul-
sive bounded potential, but was never studied in systems with compet-
ing interactions. As the freezing line is approached, the structure factor
of the fluid phase is characterized by the more and more rapid increase
of the main diffraction peak, related to monomer-monomer correlation,
while the radial distribution function shows a more and more relevant
peak atr = 0, a clear signal of particle overlapping.

Thus, as density varies, different length scales become effective in
our system. This is reflected by the behavior of the structure factor,
that is characterized by the turning on/off of the first and of the second
pre-peaks, and by the rapid increase of the monomer-monomer peak at
high densities.
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