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Effect of bond lifetime on the dynamics of a short-range attractive colloidal system
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We perform molecular dynamics simulations of short-range attractive colloid particles modeled by a narrow
(3% of the hard sphere diametexguare well potential of unit depth. We compare the dynamics of systems
with the same thermodynamics but different bond lifetimes, by adding to the square well potential a thin barrier
at the edge of the attractive well. For permanent bonds, the relaxationrtitiverges as the packing fraction
¢ approaches a threshold related to percolation, while for short-lived bondg, dependence of is more
typical of a glassy system. At intermediate bond lifetimes, ghéependence of is driven by percolation at
low ¢, but then crosses over to glassy behavior at highaie also study the wave vector dependence of the
percolation dynamics.
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I. INTRODUCTION Sterically stabilized colloidal particles provide an experi-

Colloidal systems, in which particles are dispersed in 6{nental _realization of a system in which the particle-particlg
fluid, have an enormous relevance in industrial applicationdntéraction can be well modeled by the hard sphere potential
owing to the possibility of chemically or physically tuning 13- When this is the case, addition of many small nonad-

the interaction between the particles and the resuiting posspOrPing polymers leads, due to depletion mechanisms, to an
effective short-range attraction between the colloidal spheres

414.13. Neglecting the effects of the solvent on the dynam-

ics of the colloidal particles, and integrating out the behavior

are playing a very important role in the development of the ) e
playing y Imp P of the smaller polymers, one has an experimental realization

physics of liquids, since they open up significantly the range ; .

; of a short-range potential, with a tunable short-range attrac-
of values of physwal_ly relevant parameters. Fo_r examp_letion between particles. The size of the small polymers tunes
novel phenomena arise when the range of particle-particl

the range, while their concentration controls the strength of
interaction becomes significantly smaller than the size of th(’f’he attrgcfiomo g
particle or when the system is composed of colloidal par- ¢ high packing fraction~ 0.6, these colloidal systems

ticles with significantly different size or mobility. _ exhibit the usual hard sphere glassy dynamics. When the
_An interesting phenomenon that is often observed in cOlyange of interaction is smaller than about 10% of the hard-
loidal suspensions, but is absent from atomic or moleculagphere diameter, the glass transition line can show reentrant
systems, is particle clustering and gelation. The gel is ambehavior[4,16—24. That is, in a particular range af, the
arrested state of matter at small values of the packing fradiquid can be brought to structural arrest by either increasing
tion, a nonergodic state capable of supporting weak stressest decreasing the ratid@/u,, where T is the temperature.
The formal description of gel formation in colloidal systems Experimentally, dynamical arrest phenomena in short-range
has been receiving considerable attention recddthB]. Re-  attractive colloids are observed not only at high density, as
cent numerical work has also focused on the gelation probdiscussed above, but also in the low packing fraction region.
lem [9,10. Interesting studies have attempted to provide for-In this case, the arrested material is commonly named a gel.
mal connections between the formation of a gel and théThe gel state displays peculiar features like the appearance of
formation of a glass, both being disordered arrested states af peak in the static structure factor, for very large length
matter. It is not a coincidence that such theoretical studiescales(of the order of several particle diametgr¢hat is
focus on colloidal systems, where colloid-colloid interactionstable in time, as well as a nonergodic behavior in the density
can be finely tuned, allowing for a careful test of theoreticalcorrelation functions and a finite shear modul@5]. These
predictions. Indeed, colloids appear to be ideal systems fasolidlike, disordered, arrested features have prompted the ap-
unraveling the physics of gel formation. Understanding thepealing conjecture that these colloidal gels can be viewed as
key features of the interaction potential that stabilize the gethe low-density expression of the high-density glass line,
phase will probably have an impact also on our understandwith both phenomena being driven by the same underlying
ing of the protein crystallization problefd1,12, where the mechanism of arre§¥4—6,26. However, such a connection
possibility of generating crystal structures is hampered bypetween gelation and the attractive glass is nontrivial, as
the formation of arrested states. pointed out in Ref[27]. The presence of an intense prepeak
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in the static structure factor has also suggested the possibility W77 —#Fr—1
that, in colloidal systems, the gel phase is related to a phase —— procelicalline
separation procesf28-33. Indeed, hard sphere systems | m—m percolation line

— mapped glass line

with short-range attraction added tend to phase separate into 1L @ stae points ehis work)

a colloid rich phas&liquid) and a colloid pooKgas phase.
Whether the interaction between this phase separation and Th |
the reentrant glass line can bring about a gel phase via ar-
rested phase separatifd3] is an idea which is also under 0.5k
current investigation. At very low, diffusion limited cluster
aggregatiorj34—37 may be another way to irreversibly ob-
tain a clustered gefand a frozen prepeak in the structure
facton). %01 02 03 04 05 06
In the present study, as a step in the process of under- ¢
standing gelation in colloidal systems in the absence of phase
separation, we focus on the dependence of the dynamics on a FIG. 1. Phase diagram of the square well binary mixtuegro-
purely kinetic factor, the lifetime of the particle-particle duced from Ref[33]), showing the percolation lingsquarey ap-
bond. We introduce a Hamiltonian model of a short-rangeproximate location of the spinodedashed ling and repulsive and
attractive colloid, for which we can tune the bond lifetime, attractive glass transition lingsolid ling). State points studied here
without affecting the thermodynamics. We have been inare shown as filled circles. The highlighted state poifits0.5, ¢
Sp”'ed by the recent Work Of Del Gado and CO'WO”{@&, =0.52 and.T:l.S, ¢:0595 refer to those presented in F|gS 6 and
where a lattice model was introduced to study the influencd respectively.

of bond lifetime on the _slow dynamics of gelling systems. .o wellug is 1, and the widthy;; of the square well attrac-
Here, we model a colloidal system as an ensemble of pakjop js such thaty; /(o +A;;)=0.03 for all interactions be-
ticles interacting with a short-range square well, a modeleen particles of type andj. T is measured in units afy,
sufficiently realistic to properly describe the physics of short-time t in gga(m/uy) Y2 This system has been extensively
range systems, but at the same time ideal for studying paky,gied previously20,33,40,4].

ticle bonding and percolation since a bond is unambiguously The phase diagram of this system is reproduced from Ref.
defined by the limits of the square well. In particular, we [33] in Fig. 1. For this model, both the dynamical arrest
study the interplay between percolation and the glass transgyrves and the spinodal curve have been calculated. The
tion and find that there is a crossover from a percolationyass line(determined by extrapolating the diffusion coeffi-
dominated regime, to one controlled by the glass transitiongient calculated in simulation to zero according to a power
Differing from Ref.[38], we find that above the percolation |aw [41]) shows both a repulsive and an attractive glass
threshold, changing the lifetime of bonds merely rescalegranch[20]. The numerical glass lines are well described by
long time behavior of the system, leaving intact the glagsy the predictions of mode-coupling theotWICT) [42], after
relaxation. Furthermore, we explore the long lifetime caseyn appropriate mapping is performpti,43. Figure 1 also
with regards to the dependence of observing percolation ofeports the static percolation lin@lefined as the locus of
the wave vector used to probe the system, making contagoints in(¢, T) such that 50% of the configurations possess a
with experimental observables. Finally, as a contribution Ospanning, or percolating, cluster of bonded partickesl the
wards clarifying the differences between gels and glasses, Westimated location of the liquid-gas spinodtde locus ofT
study the same model in the limit of permanent bonds, wherge|ow which spinodal decomposition occurs in simulation
percolation becomes the relevant arrest process in the sys- ¢ js jmportant to note that in this model the attractive

tem. glass line ends on the spinodal line on the lagy®ranch,
proving that arrested states at lavin this model can arise
Il MOLECULAR DYNAMICS SIMULATIONS— only as a result of interrupted phase separaf®8j. It also
THE MODEL confirms that, if the MCT predictions for the location of the

attractive glass are not properly rescaled in ¢#heT plane,

We perform collision-driven molecular dynamics simula- an incorrect location of the glass line with respect to the
tions of a binary mixture of particles interacting through aspinodal line is predicted.
narrow square well pair potential. Although colloidal sys- In order to study the effect of bond lifetime on the dy-
tems are more properly modeled using Brownian dynamicspamics, we add to the edge of the square well an infinitesi-
we use molecular dynamics due to its efficiency in the casenal barrier of tunable heighit (see Fig. 2, thereby stabiliz-
of stepwise potentials. While the short-time dynamics ising bonds formed when particles become trapped in the
strongly affected by the choice of the microscopic dynamicsattractive square well of the pair potentjd#]. As the barrier
the long term structural phenomena, in particular close tas infinitesimal, the portion of phase space occupied is neg-
dynamical arrest, are rather insensitive to the microscopitigible, and hence the thermodynamics of the system is un-
dynamics[39]. We use a 50:50 binary mixture of 700 par- affected. For numerical reasons, in the code we have imple-
ticles of massn with diameterssaa=1.2 andogg=1 (setting mented a barrier width of 8 10 %0gg checking that the
the unit of length. The hard core repulsion for thB inter-  static structure of the system is not affected by this tiny but
action occurs at a distaneag=(oap+0ogg)/2. The depth of nonzero width.
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FIG. 2. Schematic of the pair potential. Here shown are the hard . - _
sphere core diameter, narrow square well of depthy=1, and _FlG' 3'0P as a function oi. The _arrovv_lndlcates t.h%_o'% at .
width A, with A/(A+¢)=0.03. The heighh of the barrier controls which 50% of the sampled configurations contain a percolating

the bond lifetime, and hence the microscopic dynamics of theCIUSter'

system. - - . . e
Y as indicated in Fig. 1. Numerically, we achieve the infinite

limit by setting h=1000, a value high enough so that we
¥ever observe bond breaking.

The ¢ dependence oP(¢), the fraction of particles be-
?onging to the spanning cluster, provides a way of detecting
the location of the percolation point. In all percolated con-
sfigurations, we observe the presence of only one spanning
cluster. When finite size effects are negligibie:- |- ¢|?

To the extent that the thermodynamics are unaffected b
the barrier, configurations drawn from equilibrium simula-
tions of theh=0 case are also representative configuration
of the system wheh # 0. Thus, results for differerit>0 are

obtained by equilibrating the system for0. This technique

alleviates the computational burden when working with largewhere,@ is a critical exponeni45,46. Figure 3 shows(¢).

values ofh. . X - _ . . .
In this article we focus on the time dependence of theThe arrow in the figure indicatef,=0.23, which we identify

. . : ) . ! val f th king fraction at which nnin
(collective) density-density correlation functiodynamic as the value of the packing fraction a ch a spa g

. cluster is found in 50% of the configuratiofé7]. To esti-
;tructure _facto)r .The dynamic st_ructure fa.CtO“ the_correla—. mate the effect of bonding on the dynamics, we show in Fig.
tion function typically accessed in scattering experiments, i

) % the packing fraction and wave vector dependendg,(f.
g|ven’_ bNy Fq(.tli<pq(t)p’q(o)>/S(g)’. where. Pq(D For ¢< ¢, [Fig. 4@)], correlation functions decqay to
=(L/AN)Z,exp(—iq 1), S(@)=(|pg(0)]%) is the static struc- a4 "independently of the value of as expected for a sys-
ture factor(---) denotes an ensemble averagés the posi-  tem where only diffusive clusters of finite size are present.
tion vector of a particleq is a wave vector, andlabels the For ¢> ¢, [Fig. 4b)], an “infinite” spanning cluster is
N particles of the system. We also make use of the correlapresent. On increasing the size(mass of the spanning
tion function for typeA particles only, defined similarly as cluster increases progressively, incorporating 90% of the par-
Fa()=(pf(1p54(0))/SNa), where ph(t)=(1/VN)Z4exp ticles in the system already whep=0.32 (see Fig. 3 For
(=ig-F)), SX)=(|p;(0)[?) is the partial static structure factor ¢> ¢, wave vectors are characterized by correlation func-
for type A particles, and the summations are over te tions which do not decay to zero any longer, reflecting the
particles of typeA. The qualitative behavior oF(t) and  presence of a nonrelaxing component of the density fluctua-

Fﬁ(t) is the same for this system. tions.
Close to percolation, only for very small wave vectors
IIl. THE INEINITE BOND LIFETIME CASE doesF(t) go to a nonzero plateau of heighy, also called

the nonergodicity factor. On increasing packing fraction, the

We start discussing the case of bonds of infinite lifetime,amplitude of the plateau increases significantly, as shown in
i.e., the case where— . In this limit, a well defined model Fig. 4(c). Simultaneously, correlation functions at larger and
for continuum percolation is generated. The spatial distributarger wave vectors show a finite nonzero long time limit.
tion of the particles is fully determined by the equilibrium The wave vector ang dependence df, is shown in Fig. 5.
properties of the square well potent{@and hence static cor- The appearance of a nonzefg whose amplitude and
relations are known and precisely definedhile the dynam-  width grow on increasingp is consistent with the onset of a
ics is the dynamics of a system constrained by irreversibl@ercolation transition and the loss of ergodicity of the par-
bonds. The possibility of generating equilibrium structuresticles in the infinite spanning cluster. The inverse of the half-
with h=0 to be used as starting configurations for the casevidth of f, provides an estimate of the associated localiza-
h+ 0 allows us to completely decouple issues arising fromtion length. On increasingp beyond percolation, such a
the bond lifetime from issues associated with nonequilibriumiength decreases from infinit§or from the simulation box
properties and aging also when the packing fraction is largelength in a finite size systentdown to the dimension of the
than the percolation value. The averaging over different startparticles, in analogy with the progressive decrease of the
ing configurations allows us to properly sample configurationconnectness length of the spanning clu§ér,48. Owing to
space. To study thb— o case we perform simulations at the large localization length close to percolation and to the
T/uy=0.5, for about 30 different values of packing fraction, tenuous structure of the percolating cluster, close to percola-
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FIG. 5. () Plateau height as a function ofj for various¢, for
infinite h (irreversible permanent bondd.egend givesy values.
(b) Connection to percolatiorfy as a function of¢ for variousq.
The legend indicates values gérgg for f, curves corresponding to
filled symbols. The curve labeled with open circles shd¥yshe
average fraction of particles participating in a percolating cluster
(taken from Fig. 3.

0.6
and width off,, making possible the numerical observation

of a nonzerof, even at largey.

It is interesting to compare the behavior of the nonergod-
icity factor observed in the case of percolation with the case
of the glass. The most striking difference is in the change of
fq across the glass and percolation transitions. In the case of
glassesf, shows a discontinuous jump, while in the case of
, ! percolation it increases from zero continuously. In the lan-
{ guage of MCT[49], the percolation transition is analogous to
what is called a “type A” transition while the ordinary glass
transition is of “type B.”
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130480909
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FIG. 4. Dependence df4(t) on ¢ andq for h=. (a) F4(t) at

$»=0.225 (just below the percolation threshold of 0)23ere, . . . .
qoss=n0p for various n shown in the legend, withgo=/L Another important aspect is the fact that the widthgin

=0.2408(L is the length of the simulation bdxAt n=2, it is more space off, [ejg" th_eq value at which a curve in Fig.(8)
difficult to reduce noise in the data because of the small number Oﬁeaches ha_lf its he'ghis of the order of the inverse of the
q vectors available for averaging) Fq(t) at $=0.38 (well above ~ Nearest neighbor distance in the case of glageeseven
percolation, with gp=0.2867.(C) F(t) at qogg= 2 for various . larger in the case of attractive glaspediile it is extremely
From such curves we determine the plateau height small close to percol_atlon. Only when most of the particles
are part of the spanning cluster, does the widtfi;dfecome
tion a nonzerd, value can be clearly detected only at very compatible with one of the glasses. This change in the width
small wave vectors. On increasing, the increase in the of f; reflects the significant difference in localization length
number of particles in the infinite cluster and the associatedf the particles(the length scale on which particles are
decrease of the length generate an increase in the amplituti@pped in chiefly vibrational motigrat the glass transition
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(of the order of the nearest neighbor or of the bond distance 1
as opposed to the very large localization length at the perco-
lation transition where a tenuougslmost massless in the 0.8
thermodynamic limit spanning cluster appears.

It is important to note that in the case of glasses, the glass
transition is marked by the arrest of density fluctuations on
every length larger than the nearest neighbor distance, while

in the case of percolation, the observation of a nonergodic N i i
transition is strongly dependent on the observation length. To e

clarify this point, Fig. $b) shows theg dependence of, at 02r 7
severalq values]i.e., a cut of the data shown in Fig(e at

fixed g]. We note that the steep increase fgffrom zero 0 - - . hE
occurs at larger and largep values on increasing. This 10 o1 10

suggests that experiments—capable of measuring a nonzero
fy with a finite precision—restricted to a fixeglvalue will
notice a loss of ergodicity in the sample, as reflected by a
nonzero long time limit of the correlation function, only at a

¢ value which may be significantly larger than the percola-
tion packing fraction.

In analogy to the connection betweegn and the vanish-
ing of P(¢) [also shown in Fig. &)], one may define an
apparentp.(q) based on the packing fraction at which the
curves shown in Fig.(®) cross a fixed value, controlled by
the precision of the experimental technique in detecting a
nonzerof, value. This¢(q) could be considered an indica-
tor of the percolation transition as observed at a partioglar
vector.

Flw,)

FIG. 6. (a) The dynamic structure factor gogg=6.37 for the
state point¢$=0.52, T=0.5 (see Fig. ] for various values of the

IV. FINITE BOND LIFETIME: EFFECT OF barrier heighth. The attractive plateau persists longer lasn-
BARRIER HEIGHT ON  F¢() creases, i.e., as the bond lifetime is increased. Ramehows that

_ . . the functions collapse onto a common curve at long times, wien
When h has a finite value, the lifetime of the bond is rescaledsee text

finite. Hence, a new time scale enters into the description of

dynamics in the model. In particular, we are interested in the We next discuss the case in which, in the absence of a
modification of the density correlation functions introducedbarrier, the liquid is close to a repulsive glass transition,
by the finite bond lifetime, and in the competition betweenmarked by the presence of a two-step relaxatioﬁgtt). We

the bond time scale and the caging time scale close to théhow in Fig. 7a) the correlation functions for different bar-
glass transition. In Fig. (@) we plotF;(t) at ¢=0.52 andT rier heights for the state poifit=1.5, $=0.595(highlighted
=0.5 forqogg~ 2, for several increasing values lefWhen in Fig. 1). At this higherT, theh=0 system behaves as a hard
h=0, the decay of the correlation function does not showsphere binary mixture. The slow dynamics is thus character-
signatures of two-step relaxation, owing to the location ofistic of repulsive glass dynamics and shows a well defined
the state point in the reentrant liquid portion of the phaseplateau. On increasing, one observes a progressive modi-
diagram(state point is highlighted in Fig.)J20]. As hin-  fication of the correlation function at short times, and the
creases, two new features appdéra slowing down of the emergence of the “gel” plateathighlighted in the inset
correlation function andii) the emergence of a two step- When time becomes comparable to the bond lifetime, the
relaxation process. Correlation functions decay to a rathegorrelation function leaves the “gel” plateau and approaches
high plateau before decaying to zero at long times. Wen the caging plateau, following the same dynamics as in the
=, the correlation function does not decay to zero anyh=0 case, as clearly indicated by the superposition of curves
longer. In Fig. §b), despite the emergence of a plateau, thefor differenth values on a rescaling of the tinj€ig. 7(b)].

long time behavior is merely rescaled with respect tolthe This superposition indicates that the lifetime of the bond
=0 case. The shape of the correlation functions does ndhdeed acts to renormalize the “microscopic time.” An in-
change significantly in the long time regime and indeedcrease inh increases the time required for breaking the
curves for differentfinite) h values can be superimposed on particle-particle bonds which in turn increases the time scale
the h=0 curve, as shown in Fig.(6). As a suitable scaling of the breaking and reforming of cages.

time we choose the time at which the correlation functions The fact that the slow relaxational processes are unaf-
reach 20% of their initial value. More precisely, the densityfected by the bond lifetiméapart from a trivial scaling factor
correlation functions are plotted as a function of a rescalediepending orh) is particularly reassuring for theories of the
time t/t,,, wheret,,=m(h)/ m(0), and FQ[TZO(h)]:o.zo. glass transition which connect static properties to dynamic
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1 . 1
0.3 0.4 0.5

6

®) FIG. 8. The dependence @5, on h and ¢, obtained fronFQ(t)

at qogg=2m. The curves are foh=0 (circles, h=1 (squarey h

=2 (diamond$, h=3 (up triangle$, h=4 (left triangley, and perma-
nent bonds(down triangles For permanent bondsyg diverges

: near ¢=0.43. For smaller values df, g at smaller¢ tracks the
divergence at$=0.43, but then crosses over to glassy dynamics
with a divergence at highep.

0.8

0.6

Fw,)

0.4

1L

divergence is a manifestation of the percolation transition
which has taken place ab,=0.23 [see Fig. §o), near ¢
~0.43 for qogg=27]. At intermediate values oh, the ¢

10 10° dependence of,g is highly nontrivial. A crossover from the

w, percolation behaviorth=c) to the glass behavioth=0)
takes place at a typical time controlled by the valuehof
This is most clearly seen fdr=3 andh=4 in Fig. 8. Indeed,
deviations from thén=o case are expected when the lifetime
of the bond becomes shorter thag(h=2). In another way,

on time scales shorter than the bond lifetime, the bonds ap-
pear to be permanent and the system behaves similar to the
h=w case.

properties, such as MCT. The peculiarity of this model is 14 estimate the role dfi in slowing down the dynamics
indeed the fact that static properties are independert. of o reportr,, as a function oh for various isochores in Fig.
Hence, according to MCT all dynamical properties assocCig \we find that aboveb,, o approaches an Arrhenius be-
ated with caging should be independentiofThe scaling  havior with respect toh as h increases, i.e.mq(c,h)
observed in Figs. ®) and {b) supports such a hypothesis. ~g(¢)exp(h/T), whereg(#) is a function only of the state
We also note that the results repo_rtec_zl here differ from thos oint chosen. "rhis factorization of time allows us to clarify
reported n Ref[38], wher_e c_Igsterlng induced by the bonds that the main effect of bonding is to redefine the microscopic
was considered to be significantly connected to the glass
transition phenomenon. One possible explanation of such a

0.2

FIG. 7. (&) The dynamic structure factor gogg=6.67 for the
state point¢=0.595,T=1.5 (see Fig. 1 for various values of the
barrier heighth. (b) We again see the stabilization of the attractive
plateau (highlighted in the inset Simple time rescaling at long
times.

. . i 10 .
difference may lie in the fact that in the study of Rg8], at 00030
odds with the present model, the bond lifetime is strongly a0
coupled to the structure of the system. 10° 4040

4—<0425
—¥045
»—» 0475
V. CROSSOVER FROM PERCOLATION g10° —eom
[%3
TO GLASSY DYNAMICS Hgf:g :
- enius
We now focus on thep dependence of the characteristic 10"
time for different values oh. To quantify the characteristic
time, we user,, the time at whichHA(t) decays to a value of .
0.2. In Fig. 8 we show the dependencergfon h and ¢ for 10 —

wave vector modulug =27/ ogp.

We see from Fig. §and from Fig. 1 that 7, for the h
=0 system appears to diverge nesx 0.6. For the case of FIG. 9. The dependence o, on h for various packing frac-
permanent bonds=2, 7,4 instead shows an apparent diver- tions, atqogg=27. Above ¢, the characteristic time tends to an
gence atp.~0.43. As discussed in the previous sections, thisArrhenius behavior with, i.e., mo=~exp(h/T).
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time scale of the dynamics. The bond lifetime does not affechomena with distinct experimentally detectable signatures.
the properties of th€a-relaxation slow dynamics on ap- We have also shown that in the case of percolation, since the
proaching the glass transition. range of wave vectors where nonergodic behavior is ob-
It is interesting to state the connection of the present findserved grows withg on increasinge (for ¢> ¢y), experi-
ings with an earlier work40], where the barrier was used to ments at fixed wave vectgdue to their intrinsic finite reso-
extend the high-plateau to time scales associated withution) detect a nonergodic transition at a packing fraction
a-relaxation of the native system, in the packing fractionlarger thang,. In the case of glasses, the observation of an
region where a glass-glass transition was expected. Thergodic to nonergodic behavior is essentially identical ad all
present data clearly show that the barrier does not affectalues(except at very largg, describing self-intracage mo-
(except for a rescaling of the microscopic timihe true tion [50]).
a-relaxation dynamics. On the other hand, large barrier val- The model also allows us to study the effect of the finite
ues bring into the window of experimental observation thebond lifetime while altering neither the structure nor the ther-
intrawell dynamics and move to inaccessible regions thenodynamics of the system. A comparison at different bond
a-relaxation. Under these conditions, the decay of the correlifetimes is thus performed on configurations which are char-
lation function in the experimentally accessible window isacterized by the same particle-particle correlation. This study
limited to the high-platead,, value, which coincides with the = confirms the results recently reported by Del Gado and co-
attractive glass. workers[38] for a lattice model concerning the existence of
This suggests the possibility of simultaneously studyinga crossover in the dynamical properties from a percolation
gelation and glassy dynamics within the same system, bgontrolled dynamics to a glassy dynamics on increastng
focusing on different time scales. For example, in a systenwhen the lifetime of the bond is longer than the microscopic
with transient bonds, observation on time scales muclparticle dynamics in the absence of a barrier. However, our
shorter than the bond lifetime would reflect the percolationresults differ from Ref[38] in that we find that the bond
dynamics, and hence gelation, while observation on timdifetime acts essentially as a redefinition of the microscopic
scales much longer than the bond lifetime would yield resultgsime and does not alter any feature of the slow dynamics and

driven by glassy dynamics. of the scaling laws approaching the glass transition. Still, the
dynamics at times shorter than therelaxation time is
VI. CONCLUSIONS strongly affected by the finite lifetime of the bond. The ad-

i ] ] dition of the barrier, which increases the bond lifetime, ex-
In this paper we have introduced a simple model fortends the duration of the plateau characteristic of short-range

studying continuum percolation in a system with well de-g¢tractive glassefFig. 7(a), insef. Since here we are in the
fined spatial correlations between the particles. In this modehquid regime, the duration of the high-plateau is controlled
bonding ambiguities are suppressed by the square well shapg the (tunablg bond lifetime. For times longer than
of the potential. While studying this model with permanenteyxyh/T) the correlation function leaves this plateau and ap-
bonds, we have focused on the behavior of the densitysroaches thelower) plateau associated with caging dynam-
density correlation function across the percolation transition;g [Fig. 7(@], and then finally relaxes to zero — leaving the

defined as the packing fraction at which a spanning clustefrinsic slow long time dynamics of the system intact.
appears. We have found that the behavior of the density fluc-

tuations is significantly different from the one characteristic

of supercooled liquids and glasses. In the percolation prob- ACKNOWLEDGMENTS
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